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Abstract:  

In the complex frame of the EU agriculture politics, a particular relevant aspect is given by the new 

regulation on durum wheat production and diffusion incentives. These subsidies are assigned according to a 

particular indicator (Quality Global Index - QGI), built up through a weighted mean of four qualitative 

parameters. However, as we are going to show, the actual method used to evaluate QGI could not be statistically 

correct. In this work we propose, both from a theoretical and an empirical point of view, a comparison between 

the actual method and a series of alternative ones. A particular emphasis is given to a normalisation criterion, 

modified in order to properly take into account the asymmetry level observed on the four parameters empiric 

distributions. 

 

Keywords: agricultural incentives; asymmetry; durum wheat quality; normalisation, statistical index. 

 

JEL Classification: C43; H23; Q18. 

 

1. Introduction  

In the field of durum wheat production and diffusion in the European area, the late EU 

agriculture politics allow significant monetary incentives to farmers who use specific seeds, 

among the numerous varieties (cultivars) present in the market. In particular, the EU 

Regulation (Reg. 2237/2003 and 1973/2004) specifies parameters (x) and their weight (w) for 

the calculation of the Quality Global Index (QGI): hectolitric weight - HW (10%); protein 

level - PL (40%); gluten index - GI (30%); yellow index - YI (20%). 

However, there is not a general agreement on the statistical procedure to be adopted for 

the calculation of QGIs. The policy maker defines the minimum limit - below which the 

admission to the EU incentive is not allowed - setting it at 98, compared with 100 represented 

by the average of the witness-cultivars. The witness-cultivars are selected among the most 

diffused cultivars at national level. In Italy, 3 witness-cultivars have been originally 

identified: Creso, Duilio and Simeto. 

According to these premises, from a statistical point of view the problem consists in 

identifying the right methodology to be used to synthesize the collected data for the 

quantification of the QGI [24], [12], [14]. The presence of the witness-cultivars, basis of 

reference for the calculation of the quality indicator, indirectly suggests the building of a 

series of weighted index numbers. However, in the recent past a serious mistake derived from 

the not appropriate use, for each variety, of a weighted arithmetic mean applied to the 4 

original parameters quantified with non homogeneous measurement units [5], [15]. 

A successive improvement has been recently developed [7], on the basis of the above 

mentioned indicisation criterion (or Ind): each parameter is divided by its mean and the final 

QGI is given by a weighted arithmetic mean applied to these 4 new transformed parameters. It 

must be pointed out that such a choice is explained by the necessity of eliminating differences 

file:///H:/Articol%20JAES%20dna%20Ungureanu/l.grilli@unifg.it
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in the measurement scales of the V = 4 variables. However, indicisation eliminates 

measurement unit differences, but is still dependent on differences among variation ranges 

[12], [13] , e.g. differences between the highest and the lowest observed values: as referred by 

Pasqui [25], according to a data collection built up along five years (1994-1999), HW varies 

between 60 and 88 (Max - Min = variation range is equal to 28), PL from 11 and 16.5 (Max - 

Min = 5,5), GI from 0 and 100 (Max - Min = 100), YI from 17 and 32 (Max - Min = 15). 

In this situation, Ind reduces, but does not eliminate diversity between parameters in 

terms of variation range. Recently it has been pointed out that normalisation (or Norm) should 

fit better with the problem concerned [28], [30], [14], [13]. 

More generally, herein one wants to link the specific aspect concerned with evaluation 

of durum wheat quality with the not new problem due to the need of a more careful use of 

ordering criteria for multivariate data [2], [4], [20], [26], [29]. 

After additional empirical and theoretical remarks (paragraph 2), in paragraph 3 we 

resume main features of linear transformations, while in paragraph 4 and 5 a new family of 

not linear transformation that can improve Norm is introduced. A series of methods, resumed 

and commented in paragraph 6, is applied to real durum wheat data in paragraph 7, while 

some perspective conclusions have been drawn in paragraph 8. 

2. Empirical and theoretical remarks 

If we consider a variable h measured on unit i, the Ind method simply consists in 

referring original data to their mean as hhix m/ , obtaining new figures not dependent from 

measure unit used and the average magnitude of variables. However, since this criterion does 

not take into account the effective variation, range of the original variable, one can also use 

transformation ( )/()( hhhhi mMmx -- - where hm and hM are, respectively, the lowest and the 

highest value of the h-th variable - which can be defined as Norm method [6] [31]. Recourse 

to indicisation can be dangerous and lead to an under-evaluation of variables characterised by 

small variation ranges when hm and hM  are quite different among variables. In [13] the 

authors present a Theorem showing that, in order to have parameters with the same weight, it 

is necessary to apply the procedure of normalization otherwise variables with a large range of 

variation (rv) are ñoverweightedò with respect to variables with a small one.  

In the following example (see Table 1) final scores were got by simple arithmetic mean 

of the 4 transformed variables (indicised or normalised), while its relative weight on final 

score (that has not to be confused with weights w defined above) is the mean (over n units) of 

ratios between the transformed variable and final score. We have n = 7 units and 2 variables 

characterised by the same mean (8.7), the same minimum (1.0) but a different maximum (18.0 

for variable A and 13.0 for B). Ind leads to a synthetic score on which, on the average, the 

relative weight of the 2 original variables is approximately the same (respectively, 0.49 and 

0.51); on the other hand, Norm emphasises the highest relevance of variable B (0.57) respect 

to A (0.43). That is because, given the mean, using Norm a whatever x value is more influent 

respect to the variable having the lowest variation range (B in this case). 

For instance, units 2 and 5 have the same original x values for A and B (respectively, 5.0 

and 10.0): while using Ind both variables assume the same weight (0.50) on the final score of 

these units, using Norm the relative weight of variable B is quite higher (0.59 for both units). 

Moreover, an increase of one point for A produces, on unit 2, an increase of final score equal 

to 9.03% with Ind and to 10.34% with Norm (so, the relative effects are quite similar), while 

an increase by one point for B leads to an increase of final score still equal to 9.03% with Ind, 

but quite higher with Norm (14.66%). Generally speaking, a transformation based on Ind 

seems to be more suitable when the purpose consists in building up a series of independent 
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index numbers, without the need to synthesise them into a unique overall performance 

indicator. 
 

Table 1 - Comparison between Ind and Norm 
 

 
 

However, also Norm results could be heavily affected by potential outlier values for 

minimum and/or maximum [1]. Moreover the effects of Norm are less immediately clear 

when original variables are characterised at the same time by different mean, minimum and 

maximum. In the following table 2, seven varieties of durum wheat are compared according 

to the same 4 variables used in the application of paragraph 7: HW, PL, GI and YI. Variation 

ranges are quite different and vary from 1.6 (PL) up to 37.5 (GI). The main results concern 

variety 1, since its score is lower than the mean using IND, but higher with Norm; that is 

mainly because IND does not assign enough relevance to the first place occupied by this 

variety in the ranking, characterised by the lowest variation range. However, on the average, 

using Norm PL is not the most influent variable on final scores: while its relative weight is 

0.22 - as for HW - the highest weights concern YI (0.29) and GI (0.27). 

This potential problem can be reduced using as minimum and maximum ad hoc 

theoretical values instead of empirical ones; however, this choice could not completely 

eliminate the problem if at least one of them is not representative because quite far respect the 

mass of data of the observed distribution. 

Generally speaking a useful preliminary step is given by an explorative analysis of data 

and their density distributions [17] [18]. 
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Table 2 ï Comparison between Ind and Norm for some cultivar 
 

 
 

3.  Variables transformation and choice of the mean 

If hix  is the value that the variable h = 1, 2,..., k assumes on unit i =1, 2,..., n, one can 

define a general linear transformation of original data, given by: 
 

hihhhi xbay +=     (1) 
 

The most important feature of a linear transformation is proportionality [1]: it allows 

keeping the same ratio between observations with a different origin 0̧ha and scale 0̧hb . 

In addition, transformed variables (1) keep the same linear correlation each other 

characterising the original x -variables; this property is not guaranteed using not linear 

transformations (as that proposed in paragraph 4). 

Many of the most used transformations of original data can be reconnected to (1) for 

particular choices of ha and hb . In particular, when 0=ha and hhb m/1= one gets IND 

method: 1-= hhihi xy m ; when )/( hhhh mMma --= and )/(1 hhh mMb -=  one gets Norm 

method: 1)/()( ---= hhhhihi mMmxy . 

Given (1), a first consideration concerns the kind of mean used for synthesizing 

values hiy . If hw  represents a series of given weights summing up to one, the use of a 

weighted arithmetic mean (A) or a weighted geometric mean (G) leads, respectively, to the 

global scores: 

( )ä
=

+=
k

h

hhihhiA wxbas
1

)( ;     (2) 

 

( );
1

)( Ô
=

+=
k

h

w

hihhiG
hxbas     (3) 

One can suppose that for the i-th unit one variable - say, variable r - increases of one 

point. As a consequence, according to (2) the gain of the global score will be given by rr wb  

and the ratio between the increased score 1+s and the old score s will be: 
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  (4) 
 

The main consequence of (4) is that the choice of the variable r that, when increased by 

one point, produces the highest gain in global score for the i-th unit does not depend from the 

level assumed by this unit for any particular variable. On the other hand, the choice should be 

in favour of the variable with the highest weight and/or the highest coefficient br: with Ind 

and Norm the highest gains are got, respectively, increasing the variable with the lowest mean 

and the lowest variation range. According to (3) it is easy to get the relation: 

 (5) 
 

In this case, the main consequence of (5) is that the choice of the variable r depends 

from the single x-values and, given all the ratios a/b, it should be chosen the variable with the 

lowest level xri, meaning that it is more convenient to increase by one point the variable for 

which the i-th unit has the worst performance. Lets note that ah/bh = 0 with Ind and ah/bh = -

mh with Norm, so that the highest gain is got increasing the variable with the lowest difference 

(xri - mr), that is the lowest x-value if m = 0. 

Since one would appreciate an equilibrated behaviour of each unit for the single 

indicators - instead of a very good performance for one variable and low performance for the 

others { one could prefer a mean as (3), that awards more performance improvements for 

variables which assume the lowest values [12] [15]. A further point in favour of geometric 

mean is that it is more sensitive respect to low values (respect to the mean) than large values, 

and it can be helpful when some outlier values could cause an under-evaluation of the other 

unitsô performance. On the other hand, the main limit of geometric mean is that it cannot be 

used in presence of null or negative values. 

Score sensitiveness respect to an increase of a variable can be obtained considering the 

elasticity of the global score that expresses the percent increase of score respect to an increase 

of one percent of the variable considered. This tool eliminates the problem due to different 

magnitudes and variation ranges of the single variables. As well known, if y = f(x) elasticity is 

given by . It follows that, supposing that ah and bh are given (as it 

happens when witness durum varieties are used as benchmarks) and independent respect to 

any xh, the elasticities respect to xr for the i-th unit using 

(2) and (3) are given by: 

 (6) 

 (7) 
 

From (4) and (6) it follows that . While elasticity cannot ever be 

constant when using an arithmetic mean - because of (6) - using a geometric mean elasticity 

will always be constant (so, independent from any particular level xri) for any transformation
1
 

                                                 
1
 It is well known that the only transformation characterised by a constant elasticity of y respect to x has the 

form: y = (x/c)
1/e

, where c is a constant and e is elasticity. 
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such that ar = 0. If ar 6Í 0, with geometric mean no general conclusion can be drawn on the 

quickness of global score change due to a one percent increase of a variable, because this 

effect will depend on the algebraic sign of the ratio ar/br: if positive, elasticity will be higher 

for high xr values; if negative (as, for instance, with Norm), the opposite will hold. 

It also follows that e(G)i > e(A)i if ar + brxri < s(A)i, that is when the contribution that the r-

th variable gives to the global arithmetic score of the i-th unit is lower than the average 

contribution (that corresponds to the score itself when it is measured through (2)). This result 

confirms the higher sensitiveness of geometric mean respect to those variables assuming 

relatively low levels on the unit taken into account. 

We have that (4) is equal to if we consider Ind method and to 

if we consider Norm method, so that the gain will always be higher with 

Ind, because it will always be (Mr - mr) >µr. Generally speaking, the highest is the variation 

range of a variable, the highest will be the increase of final score (due to a one unit increase of 

this variable) got with Ind rather than Norm, unless with the increase of variation range also 

the mean increases at least in the same proportion. 

While (4) and (5) indicate the overall growth of score for one point growth of a variable, 

elasticities (6) and (7) express the score growth quickness when a variable increases of 1%. 

A possible feature - even though not necessary - of transformed variable (1) is that the 

average incidence of each new variable on the final score is (approximately) the same; 

otherwise, given weights w, some new variables will keep to have a most relevant influence 

than others on the final ranking. According to (3), the average relative incidence of the r-th 

new variable on the final score - evaluated as a geometric mean of the relative incidences 

calculated on all the single n units - will be given by: 
 

 (8) 

where Gyh is the geometric mean of the h-th transformed y-variable. According to (8) - 

without considering the effect of different weights w - each variable will have the same 

average incidence on the final score if and only if each geometric mean is equal to the others, 

that is Gyh = G for each h. That is the main reason because a transformation as (1) should lead 

to new y-variables characterised by the same mean. In order to do that, after Norm one can 

still apply Ind on normalised values (Norm-ind method), getting to method V in the next Table 

6. 

A similar result can be also got using (2), providing to consider - instead of the mean of 

the n relative incidences - the mean of the n differences between each individual global score 

and the addendum of this score referred to the r-th variable, that is: 
 

 (9) 

where Ayh is the arithmetic mean of the h-th transformed y-variable
2
. 

                                                 
2
 Of course, also an opportune choice of weights could guarantee the same result: it would be sufficient to put wh 

= log(c)=log(Ayh) and wh = c=Ayh for some constant c. 



Journal of Applied Economic Sciences 
 

109 

 

4. A more general not linear transformation 

If x is a modality of whatever among k measured variables, one can define a 

transformation y = f(x) such that this condition in satisfied: 

    (10) 

 

where my and mx are the lowest (minimum) values assumed by y and x, My and Mx are the 

highest (maximum) values assumed by y and x and px is a smoothing coefficient applied to the 

difference between x and its minimum, ranging from 0 to 1. The highest is px, the lowest will 

be the relative weight assigned to (Mx - x). The simple idea underlying (10) is that, when px = 

0,5, after the transformation in the new y-scale the ratio between the distance of the 

transformed y value respect to its minimum and the distance between its maximum and the 

transformed y value must be equal to the same ratio measured on the original variable x. From 

(10) we get the not linear transformation: 

   (11) 

 

that can also be seen as a weighted arithmetic mean of My and my, that are the extreme values 

that can be assumed by y. In particular, if one put px = 0.5, or My = 1 and my = 0, we get 

respectively: 

    (12) 

 

while if the new variable y must range within [0,1], the first of (12) reduces to the common: 

      (13) 

 

The not linear transformation (11) cannot be seen as a particular case of (1). Recourse to 

the first transformation (12) for each of the k original variables guarantees that all the new y-

variables will range in the same interval (m, M) if My and my are the same for each y, e.g. if 

Myh = M and myh = m 

for each h. Since the second relation (12) can be written as: 

 

    (14) 

 

it follows that - given x, Mx and mx - y will be as much higher as px will be high, meaning a 

larger weight assigned to the difference between x and its minimum rather than the difference 

between the maximum and x. That can be useful when the minimum is more representative of 

the whole x-distribution rather than the maximum, as it should happen when x- distribution is 

affected by a strong positive asymmetry, as in many empirical contexts. The evaluation of 

distance of minimum and maximum from the whole distribution is a particular case of the 

wider problem concerned with distance of one point from a cluster of points [17]. 
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In the example from Table 3, we have 15 units and 2 variables A and B, that have same 

minimum (1.0), maximum (10.0) and mean (3.97). According to Ind, Norm and Norm-ind 

methods, unit 3 is always at the seventh place of the final score ranking (in particular, all 

methods lead to the same rankings for all units) and the relative weight of variables A and B 

on its score is always equal to 0,5. In reality, one can note that the intrinsic significance of ñ4ò 

in the A ranking is higher than in the B ranking, because it is the second best value for A 

(determining the third place of this unit), while it is only the eighth value for B. Maximum for 

A is less representative of the whole distribution than for B - whose 15 values present a linear 

trend - while it happens for A only if unit 1 and 2 (having both the maximum = 10,0) are 

considered apart. 

Generally, choice of px depends on how much is more important to stress distance from 

the lowest value instead of the gap respect to the highest one. In case of perfect symmetry, 

one can put px = 0.5: this choice is equivalent to the use of the ordinary transformation (13). 
 

Table 3 - The need to assign different weights to the same modality in 2 rankings 
 

 

5. Optimal choice of coefficient px 

The choice of px can be driven by various criteria. Herein we propose 6 possible 

formulas, on the basis of which px will vary in the interval [0,1]. If q(0,50) is the median, we 

have: 

    (15) 

 

     (16) 

 

     (17) 

 

   (18) 

 

  (19) 

 

  (20) 

The first three formulas are explicitly based on the x-distribution asymmetry evaluation; 

formula (18) is connected with the relative weight of units with x-values not higher than the 

mean (they are ); formula (19) is based on the distance between the highest and the 

lowest value and the other units, while formula (20) compares distance between the maximum 

and the median with that between the median and the minimum. If a distribution is symmetric 

(for instance, in presence of uniform or normal distributions), all the previous formulas turn 

out to be equal to 0,5. 
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Formula (15) is strictly connected with the Pearson's second asymmetry coefficient, 

given by , leading to a value px higher than 0,5 (that is, an overweighting of 

differences between the maximum and x rather than x and the minimum) when mean is higher 

than median, as it happens in the case of positive asymmetry. In formulas (16) and (17) the 

following identities hold: 

    (21) 

 

where V is a variability index, D is the simple average deviation from the median, while labels 

R and L indicate a right and a left tail of the x-distribution. If one supposes that all x-values 

have been ordered in a not decreasing rank, in a1, VL is a variability index calculated on the 

fi rst (n/2) terms (if n is unpair, on the first (n + 1)/2), while VR is a variability index calculated 

on the last (n/2) terms (if n is unpair, on the last (n + 1)/2). Similarly, in a2, DL (DR) is the 

simple average deviation from the median calculated on the terms not higher (not lower) than 

the median. 

Both a1 and a2 are asymmetry indicators ranging from -1 and +1 [17]: they will be zero 

in case of perfect symmetry, higher (lower) than zero in presence of positive (negative) 

asymmetry. As a consequence, px(2) and px(3) will range in the interval [-1; +1] as well. A well 

known limit of these asymmetry indicators is that they can be zero even when asymmetry is 

not null. 

One could limit variability of px(2) and px(3) into a smaller range simply putting, for 

instance, px  = 0.5(1 + 0.5a), so that in this case px will range in the interval [1/4, 3/4]. 

As yet said, formula (18) evaluates the relative frequency of units having x-values lower 

that the mean. In formula (19) one can substitute the expected relative frequency (n/2) in case 

of symmetry with (n + 1)/2 if n is unpair. Even though both of them vary in the interval [-1, 

+1], estimates derived by (18) will range between (n + 2)/2n and (3n - 2)/2n, since n(xÒÕx) 

ranges between 1 and (n - 1). 

In formula (19), x(x6=mx) and x(x6=Mx) are the x standard deviations calculated excluding, 

respectively, minimum and maximum. The simple rationale is that ratio (19) will be as much 

higher than 0, 5 as the degree of distance of maximum from the remaining values will be 

higher than the minimum. This function will range between -1 and +1 and will be equal to 0, 

5 in case of perfect symmetry. One can note that in (19) can be considered a further draft 

asymmetry indicator (a3), basically dependent on the extreme values of x-distribution, given 

by: 

      (22) 

Also formula (20) can be seen as a draft asymmetry indicator, putting: 

  (23) 

 

From Table 4 - referring to the same data of table 3 and using as V the x-variance - one 

gets that p(A) - the relative weight of the difference (x - mx) for variable A - ranges from 0.59 

(method (15)) and 0.79 (method (16)). Respect to Norm, the position of unit 3 in final 

rankings would pass from the seventh to the sixth using all methods except (15); the effective 

relative weight of variable A on its final score is always higher than 0.50, reaching 0.68 using 

(18). The same effect occurs - even on a larger extent - on the average score of all the 15 units 

as well. Using the same data of Table 1, one would still get values for p quite far from 0.5, 

except that with method (18). 
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Table 4 - Results of weighting systems from (15) to (20) (same data of Table 3) 
 

 
 

In the context of performance evaluation, use of not linear transformations is not 

uncommon. For instance, we can consider the composite indicator used by the Italian 

financial newspaper Il Sole 24 ore in its annual report Qualità della vita (Life Quality) of the 

103 Italian provinces. For each province, the synthetic score is got summing up 36 variables 

xh transformed in this way:  if xh is a dimension considered positive for the 

construct under study;  if xh is a dimension considered negative. The main limit 

of this method is that the resulting score is not monotone, because for small values of some 

variable h it could decrease as xh increases, as yet underlined in literature [3]. According to 

considerations of paragraph 2, even these transformations can lead to a bias if minimum and 

maximum are quite different from one variable to another. 

Finally, another useful not linear transformation is not based on Norm criteria, but on 

the simultaneous evaluation, for each unit, both of the original x-value and the correspondent 

place in the ranking, according to the new indicisation method: 

      (24) 
 

where rhi is the place occupied by the i-th unit in the ranking of the h-th variable and µ(xr)h is 

the mean of products between xhi and rhi. Through transformation (24) it is implicitly possible 

to take into account not only the x-level, but the relative distance of this value respect to the 

other observed x-values as well. On the other hand, in this context the only use of rankings r, 

without any reference to original x-values, could be partially misleading. 

6. A resume of methods and properties 

Table 5 resumes the main transformations applied in the context under study. For 

arithmetic mean, score changes for a one unit increase of a variable and elasticity have been 

formalised
3
. 

In addition to widely discussed transformations as I and IV, we also introduce II  - which 

is based on Ind applied using the median instead of the mean - and V - which is based on the 

same transformation than Norm, but substituting Mh with the mean µh. As yet underlined, that 

is equivalent to use Norm and then to apply again the Ind method. 
 

 

 

 

                                                 
3
 The corresponding formulas for geometric mean, even though applied in paragraph 7, have not been showed. 
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Table 5 - Diff erent methods for calculating synthetic scores Arithmetic mean 
 

 
 

Method III  corresponds to that used by Il Sole 24 ore, considering that in this context all 

the 4 parameters are positively connected with the overall quality, and is a particular case of 

IV when all minimums are equal to zero. 

Method VI is the common standardisation: let's note that it is the only case when both 

positive and negative scores can happen and this is also the reason because this transformation 

cannot be applied when using a geometric mean. 

Transformation VII was proposed by D'Esposito and Ragozini [8]; it derives from (1) if: 

      
In this case the weighting system is based on the variation range of each variable: the 

weight is higher for variables characterised by a higher variation range that is completely in 

contrast with the evaluations carried out along the previous paragraphs. This method seems 

less reliable than others (at least for the particular aim of this context), because it can add an 

explicit overweighting to the implicit one due to the different variation ranges, as remarked in 

paragraph 2. 

Method VIII  derives from the second formula (12), while IX is a simplified formula
4
 

obtained applying to transformation VIII  the Ind method as for V when compared with IV. 

Due to the complexity of not linear transformations as VIII , IX and X, in these cases 

score changes for a one unit increase (and elasticity as well for method X) cannot be explicitly 

derived, since empirical simulations have been carried out in order to estimate them 

conditionally to observed data. 

Finally, method X is based on the not linear transformation (24), so that on the whole 3 

of the 10 compared transformations are not linear. According to Aiello and Attanasio [1], all 

methods are: a) relatively easy to be implemented; b) comparable to original data; c) 

conservative respect to the original order of any batch of original data (percentiles are 

                                                 
4
 The exact formula would be more complex, since one should divide each term of the mean for its average that 

is given by the mean of n ratios. 
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transformed in percentiles); d) relatively resistant to outlier observations (even though that 

could be less true for methods IV , V and VII). 

Comparisons among methods can be also based on a series of indicators that can be 

used to evaluate how much final scores are connected with multivariate information derived 

from original variables. One can take into account: 

1. the average change of score due to a one point increase of a variable, calculated as a 

mean of the individual changes. This change could be quite different depending on the 

variable concerned. 

2. the average elasticity of score respect to each variable, calculated as a mean of the 

individual elasticity. Different elasticities indicate that increases of 1% for some 

variables can be more convenient than for others, because produce quicker increase of 

final score. 

3. the average relative weight of each variable on the final score, calculated as a mean of 

n individual incidences. It should not be very different from 1/k in presence of quite 

symmetric distributions. As a consequence, different average weights normally occur 

if some large units dominate the others and strongly influence maximum and the same 

mean for some variables. 

4. the number of original variables for which the first r units in the final ranking have a 

rank lower that the mean (or the median). 

5. Correlations between each original variable and final score. The average overall 

correlation of all the original variables with the final score (or the final ranking) 

should be high, because it would mean that the final synthetic score is quite 

representative respect to information concerned with the k original variables [9], [10]. 
 

In Table 5 the label empirical evaluation has been put when it is not possible to evaluate 

analytically mean of ratios, since x is present both at numerator and denominator. 

7. A comparison study 

Data used for the comparative simulation derived from the database managed by Istituto 

Sperimentale per la Cerealicoltura - ISC for the agriculture year 2003/2004. The specific 

frame was the Rete di confronto varietale sulfrumento duro, aimed at evaluating overall 

quality for 57 Italian durum wheat varieties. 

The 4 variables considered are: hectolitric weight (HW), protein level (PL), gluten index 

(GI) and yellow index (YI). Since in this context methodological comparisons are more 

relevant than a strict interpretation of results from an operational point of view, weights w 

were all put equal to 0.25, in order to facilitate comparisons and interpretation of results. 

In details, large values for HW
5
 characterise quite good feed and growth durum wheat 

varieties. Large values of PL
6
 underline the feeding and technological relevance of the 

variety. GI
7
 measures the strength of gluten in fine flavours and classify them according to 

their pasta-making quality. For what concerns YI
8
, values near to the minimum denote a 

yellow chromatic effect not very grateful for the typical consumer, and vice-versa. 

These variables are quite different both in terms of mean and variation range (Table 6): 

the largest contrast is between PL (mean 13.04; variation range 5) and GI (mean 69.85; 

variation range 59.5). The highest positive asymmetry characterises PL (Pearson's second 

asymmetry coefficient is equal to 0.138), while YI density is almost symmetric. A negative 

asymmetry affects HW and, on a large extent, GI. 

                                                 
5
 Measured according to the normative UNI 10281: it is the weight in kilograms of a hectolitre of wheat. 

6
 Measured according to the normative UNI 10274: it is the percentage of proteins in the dry matter. 

7
 Measured according to the normative UNI 10690: it is the quantity and the features of gluten. 

8
 Measured according to the normative UNI 10688: it evaluates the content of yellow pigments. 
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Table 6 - Main features of the 4 basic variables 
 

 
 

Rankings of durum wheat varieties obtained on the basis of criteria listed in Table 5 

(performing 20 different methods, given the 6 options from (15) to (20) for methods VIII  and 

IX) can be synthetically compared evaluating the ɟ-Spearman cograduation coefficient among 

them (table 7). For simplicity, only results got using an arithmetic mean have been showed 

and commented. 

Even though is not evident from the table, method based on Ind (I, II , III ) lead to quite 

similar rankings (all the cograduation coefficients are equal to one), but they could 

significantly differ from those referred to normalised methods (IV, V, VIII , IX). For instance, 

method I (see [7]) leads to a ranking that has an average correlation with the others equal to 0, 

8: this is the mean between correlation with normalised methods (0, 76) and the others (0, 88). 

If one excludes method VII - that seems to be misleading respect to the others - methods not 

based on Ind (from IV to X) lead to similar rankings; method X is a peculiarity, since it is not 

based on any normalisation or asymmetry evaluation. 

Among the 6 options proposed in order to estimate the coefficients px (formulas from 

(15) to (20)), formula (19) leads to the most extreme p-values, quite different from the 

average values got using the other methods (Table 8). That can be due to the high relevance 

played by the two extreme values of distribution (minimum and maximum) on the asymmetry 

evaluation needed in order to estimate the smoothing coefficient. On the average of the 6 

estimation criteria, px is higher than 0.5 for PL and YI, while is lower than 0.5 for HW and GI. 

The most conservative method is the fourth, based on formula (18), because it leads to 

the lowest variability of coefficient among the 4 variables taken into account, meaning that 

taking into account only the number of units under and over the mean could not be enough to 

evaluate the real asymmetry level. 
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Table 7 - Correlation between rankings of durum varieties with different methods  

(arithmetic mean) 

 
 

Table 9 contains final positions for the 8 wheat varieties which, on the average of the 

20 rankings compared, present 5 or more position changes from their average position 

(calculated as mean of 20 rankings). For instance, Baio would not pass the incentive threshold 

using criteria based on Ind, while it would turn out to be successful using all the other criteria 

(except VII): its ranking position is 29 with method I and 15 with method IV. Similar 

considerations can be done for Durbel, Orobel, Plinio and Tresor. A reverse situation occurs 

for Bonzo, Gianni and Iride. 
 

Table 8 - Values of the smoothing coefficient px with different methods 
 

 
 

An emblematic example of possible biases derived form Ind is given by Tresor: this 

variety is at the 1
th
 place for HW and PL and at the 11

th
 place for YI. The only bad 

performance for GI (52
th
 place) leads to a quite low position in the final score got with 
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methods I, II  or III  (47
th
 or 48

th
 place), while all the other normalised methods assign to this 

variety a final position ranging from the 2
nd

 and the 7
th
 place. 

Looking at Durbel, its performance is rather more controversial, since it presents 2 very 

good performances (YI: 1
th
 place, and HW: 4

th
 place) and 2 quite bad, but its position in final 

rankings got with methods I, II  or III  is not higher than the 45
th
. Moreover, only some of 

normalised methods assign to this variety a score higher than threshold: they are V, IX(1), IX(2) 

and IX(6). In particular, other varieties that do not pass the threshold using standard Norm IV, 

but perform over the mean using some of transformations from (15) to (20) are Gianni (over 

the mean with VIII (2) VIII (5) and IX(5)) and Orobel (IX(1) and IX(6)). 

More generally, an overview of effects of different rankings on wheat varieties 

classification is resumed in the table 10. According to the use of an arithmetic mean, all 

methods but VII lead to a quite steady number of units having a score over the mean: it ranges 

from 22 (methods II, VIII (1), VIII (4), VIII (5), VIII (6), IX(4), IX(5), IX(6)) to 25 (method X). In 

particular, method X (based on a conjoint use of x-levels and x-rankings) is the only one for 

which no unit with a score over the mean has 3 variables on 4 with a level under the mean 

(that is, all units with a score over mean have at most 2 variables under mean). The recourse 

to a geometric mean leads to a higher variability of the number of units having a score over 

the mean: in this case it ranges from 22 to 31 (methods IV, V, VII, VIII (1), IX(1)), meaning that 

Norm produces higher positive effects for some varieties using geometric mean rather than 

arithmetic mean. 
 

Table 9 - The varieties with the highest ranking changes with different methods 

(arithmetic mean) 
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Table 10 - Comparison among original variables and final score with different methods 
 

 
 

For what concerns sensitiveness of final scores respect to changes of x-variables, from 

table 11 one can note that the use of normalised methods (IV, VIII , IX) rather than Ind (I, II , 

III  only for geometric mean) remarks the effects on final score derived from a one unit 

increase of PL than an increase of any other variable, both if an arithmetic or a geometric 

mean is used. Using Ind, variability of effects is quite low, as well as when method X is used. 

While recourse to Ind implies a quite similar elasticity of final score for each of the 4 

variables (Table 12), normalised methods exalt elasticity respect to HW and under-evaluate 

that respect to GI that is the variable having the largest variation range, while PL and YI are in 

an intermediate position. Also in this case, these evidences both characterise the use of 

arithmetic or a geometric mean. 

The relative weight of each variable on final score (Table 13) is quite near to 0.250 with 

Ind, while the standard Norm IV tends to increase the relative weight of gluten index (0, 300), 

that is just the variable with the largest variation range. Generally speaking, the new 

normalised methods VIII  and IX reduce respect to IV, the overwhelming role played by GI, 

both if arithmetic or a geometric mean is used. 

Since the overall average correlation between each of the original variables and final 

score can be seen as an index of information content kept by the final ranking (table 14), an 

additional point in favour of normalised transformations - under an arithmetic mean - is the 

higher average correlation reached using methods IV (0, 422), VIII  (0, 418) or IX (0, 418) 

instead of any methods based on Ind (0; 309 at most). On this field the best criterion is X, 

reaching an average overall correlation equal to 0, 474. Results concerned with a geometric 

mean confirm that, with the exception of method IV (0.262, lower than 0.270 got with Ind) 

and, on a lesser extent, method X (still high correlation, but in line with normalised methods 

VIII  and IX). 

8. Main conclusions and future tasks 

In order to better define and measure the Quality Global Index concerning Italian 

durum wheat varieties, and to distribute incentives according to a proper statistical ranking 

procedure, the paper proposes the use of normalised techniques (with the aim of sterilising 
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biases due to different variation ranges of basic variables) instead of methods based on Ind 

(all measures refer to their mean). 
 

Table 11 - Change for _x = +1 with different methods 
 

 
 

Table 12 - Elasticity with different methods 
 

 
 

Table 13 - Average relative weight of each variable on final score with different methods 
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Table 14 - Correlation between each variable and final score with different methods 
 

 
 

Empirical results showed relevant differences among durum wheat varieties rankings 

obtained with different methodologies, and underline the need to open a new discussion - on a 

national and an EU level as well - about the right procedure to be used to achieve to a 

satisfying synthesis of the 4 quality indicators taken into account. 

With the purpose to assign incentives for quality improvement of durum wheat, Ind as 

proposed by government bodies often produces a significant change of the relative effective 

importance of the 4 original indicators used for the evaluation, respect to the theoretical one 

as indicated in the EU Regulation concerned. In particular, it assigns a too high weight to the 

GI and, as a consequence, a lower weight to the other indicators (HW, YI and, in particular, 

PL). 

Of course, this bias would produce negative effects on the real effectiveness of some 

economic policy strategies concerning agriculture, that are necessary in order to reduce 

territorial differences and increase productivity in the EU geographical context. 

Theoretical evaluations and an empirical attempt seem to encourage the use of a family 

of new normalised techniques, which take into account not only variation ranges, but the 

empirical frequency distribution form as well and, in particular, its asymmetry level. 

Further reflections and proposals concerned the choice of a set of quality indicators for 

evaluating goodness of the overall compared methodologies. 

Additional aspect that should be focused more in depth concern the following aspects: 

Á to reply the empirical test for a larger data set and simulating effects on final score 

due to an ex-ante exclusion from analysis of particular durum wheat varieties. 

Á to evaluate possible improvements in measurement of coefficient px and its 

sensitiveness respect to particular outlier observations that could occur in real 

practice. 

Á to find under which theoretical conditions (and how often they can happen in 

practice) compared methods can lead to quite similar results and, in particular, if the 

increase of the number of analysed units can favour stability of results whatever 

method is used. 

Á to verify at which extent different preliminary transformations of data can produce 

significant changes of results obtained applying to transformed data ordinary 

multivariate analyses. 
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