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Abstract:

In the complex frame of the EU agriculture politics, a particular relevant aspect is given meuhe
regulation on durum wheatroduction and difision incentives. These subsidies are assigned according to a
particular indicator (Quality Global Index- QGI), built up through a weighted mean of founatjtative
parameters. However, as we are goinghow,the actual method used to evaluate QGI could not be statistically
correct. In this work we propose, both from a theoretical and an empirical point of view, a comparison between
the actual method and a series of alternative ones. A particular empsagisen to a normalisationriterion,
modified in order to properly take into account the asymmetry level observed on the four parameters empiric
distributions.

Keywords: agricultural incentives; asymmetry; durum wheat quality; normalisation, statisiiiead.

JEL Classification: C43; H23; Q18.

1. Introduction

In the field d durum wheat production and diffion in the European area, the late EU
agriculture politics allow signiiant monetary inggives to farmers who use specieeds,
among the numer@u varieties ¢ultivars) present in the market. In particular, the EU
Regulation (Reg. 2237/2003 and 1973/2004) specifies parametersd(their weightw) for
the calculation of th&uality Global Index(QGI): hectolitric weight- HW (10%); protein
level - PL (40%); gluten index Gl (30%); yellow index YI (20%).

However, there is not a general agreement on the statistical procedure to be adopted for
the calculation of QGlIs. The policy maker defines the minimum linbelow which the
admission to the & incentive is not allowed setting it at98, compared witil00represented
by the average of theitnesscultivars The witnesscultivars are selected among the most
diffused cultivars at national level. In Italy, 3 witnesdtivars have been originally
identified: Creso, Duilio and Simeto.

According to these premises, from a statistical point of view the problem consists in
identifying the right methodology to be used to synthesize the calledta for the
guantification ofthe QGI [24, [12], [14] The presence of the witnessltivars, basis of
reference for the calculation of the quality indicator, indirectly suggests the building of a
series of weightedhdex numbersHowever, in the recent past a serious mistake derived from
the not appropriate as for each variety, of a weighted arithmetic mean applied to the 4
original parameters quantified with non homogeneous measurement unit$[5]

A successivemprovement has been recently developed [7], on the basis of the above
mentionedndicisationcriterion (or Ind): each parameter is divided by its mean and the final
QGl is given by a weighted arithmetic mean applied to these 4 new transformed parameters. It
must be pointed out that such a choice is explained by the necessity of eliminatingckSere
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in the measurement scales of the V = 4 variables. However, indicisation eliminates
measurement unit differences, but is still dependent on differences among variation ranges
[12], [13], e.g. differences between the highest and the lowest obsealued vas referred by
Pasqui [2} according to a data collection built up along five years (1B88B), HW varies
between 60 and 88/ax - Min = variation range is equal to 28), PL from 11 and I®lax -

Min = 55), Gl from 0 and 100Max - Min = 100), YIfrom 17 and 32Nlax- Min = 15).

In this situation,Ind reduces, but does not eliminate diversity between parameters in
terms of variation range. Recently it has been pointed ouhtinatalisation(or Norm) should
fit better with the problem concerngB], [30], [14], [13].

More generally, herein one wants to link the specific aspect concerned with evaluation
of durum wheat quality with the not new problem due to the need of a more careful use of
ordering criteria for multivariate data [2#], [20], [26], [29].

After additional empirical and theoretical remarks (paragraph 2), in paragraph 3 we
resume main features of linear transformations, while in paragraph 4 and 5 a new family of
not linear transformation that can impraoMermis introduced. A seriesf methods, resumed
and commented in paragraph 6, is applied to real durum wheat data in paragraph 7, while
some perspective conclusions have been drawn in paragraph 8.

2. Empirical and theoretical remarks

If we consider a variablé measured on unit, the Ind method simply consists in
referring original data to their mean &g,/ 7, obtaining new figures not dependent from

measure unit used and the average magnitude of variables. However, since this criterion does
not take into account thdfective variation, range of the original variable, one can also use

transformation (x,; - m,)/(M, - m,)- where m andM, are, respectively, the lowest and the

highest value of thié-th variable- which can be dé&ied asNormmethod [6] [3]. Recourse
to indicisation can be dangerous and lead to an emdduation of variables characterised by

small variation ranges whem andM, are quite different among variables. [b3] the

authors present a Theorem showing that, in order to have parameters with the same weight, it
is necessary to apply the procedure of normalization otherwise variables with a large range of
variation ¢v) areflioverweighted with respect to variables vita small one.

In the following example (seeable 1) final scores were got by simple arithmetic mean
of the 4 transformed variables (indicised or normalised), while its relative weight on final
score (that has not to be confused with weights w definedealis the mean (over n units) of
ratios between the transformed variable and final score. Wertavé units and 2 variables
characterised by the sameang87), the same minimum (@) but a diferent maximum (18
for variable A and 18 for B).Ind leads to a synthetic score on which, on the average, the
relative weight of the 2 original variables is approximatelydame (respectively,. 49 and
0.51); on the other han®Jorm emphasises the highest relevance ofalde B (057) respect
to A (0.43). That is because, given the mean, udilogm a whatevex value is more iffuent
respect to the variable having the lowest variation range (B in this case).

For instance, units 2 and 5 have the same origiaalues for A and Krespectively,
and 100): while usingind both variables assume the saweght (Q50) on the fnal score of
these units, using Norm the relative weight of variable B is quite h{gt&d for both units).
Moreover, an increase ohe point for A produces, on unit 2, an increaténal score equal
to 903% withInd and to 1B4% withNorm (so, the relative effects are quite similar), while
an increase by one point for B leads to an increase of final score still equa8% WithInd,
but quite higher with Norm (186%). Generd#ly speaking, a transformation based lorl
seems to be more suitable when the purpose consists in building up a series of independent
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index numbers, without the need to synthesise them into a unique overall performance
indicator.

Table 1- Comparison b&teenind andNorm

Variables Indicisation Normalisation
Unit A B Score Weight A Weight B Score Weight A Weight B
1 1.0 9.0 1,15 0,10 0,90 0,67 0,00 1,00
2 50 5.0 1,15 0,50 0,50 0,57 0,41 0,59
3 6,0 11,0 1,95 0,35 0,65 1,13 0,26 0,74
4 70 1.0 0,92 0,88 0,13 0,35 1,00 0,00
5 10,0 10,0 2,30 0,50 0,50 1,28 0,41 0,59
6 14,0 13,0 3,10 0,52 0,48 1,76 0,43 0,57
7 18,0 12.0 3.44 0,60 0,40 1,92 0,52 0,48
Mean 8.7 87 2,00 0,49 0,51 1,10 0,43 0,57
Max — Min 17.0 12.0 2,52 1,57

However, alsoNorm results could be heavily affected by potential outlier values for
minimum and/or maximum [1]. Moreover theffects of Norm are less immediately clear
when original variables are characterised at the same time feyedif mean, minimum and
maximum. In the following table 2, seven varieties of durum wheat are compared according
to the same 4 variables used in the application of paragraph 7: HW, PL, Gl and YI. Variation
ranges are quite ddfent and vary from &.(PL) up to 375 (Gl). The main results concern
variety 1, since its score is lower than the mean udiiy, but higher with Norm; that is
mainly becausdND does not assign enough relevance to the first place occupied by this
variety in the ranking, charactsed by the lowest variation range. However, on the average,
usingNorm PL is not the most fhuent variable on final scores: while its relative weight is
0.22 - as for HW- the highest weights concern Y1.29) and Gl (®7).

This potential problem can beeduced using as minimum and maximwd hoc
theoretical values instead of empirical ones; however, this choice could not completely
eliminate the problem if at least one of them is not representative because quite far respect the
mass of data of the obsed/distribution.

Generally speaking aseful preliminary step is given by an explorative analysis of data
andtheir density distributions [17] [18
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Table 27 Comparison betwedmd andNormfor somecultivar

+

Variables Final score

Cultivar HW PL GI YI Ind Norm

1 98,5 13,7 60,5 198 3,93 2,18

2 98,8 12,1 75,0 231 4,19 2,12

3 100,0 12,6 40,0 236 3,72 1,77

4 98,4 13,6 755 227 4,29 2,95

5 103,56 12,3 440 17,1 3,49 1,23

6 994 12,5 73.0 209 4.09 2,07

7 97,1 13,5 775 223 4.29 2.68

Mean 994 129 636 214 4,00 2,14
Min 97,1 12,1 40,0 171

Max 1035 13,7 77,5 23,6
Max — Min 64 16 375 65
Avew Ind 0,25 0,25 025 0,
Avegw Norm 0,22 0,22 027 0,

Avgw = Average weight; in bold, units with scores not lower than the mean

[l ]
o ot

3. Variables transformation and choice of ttre mean

If x, is the value that the variabte= 1, 2,..., kassumes on unit=1, 2,...,n, one can
define a general linear transformation of original data, given by:

Yhi = &, tB X, (1)

The most important feature of a diar transformation iproportionality [1]: it allows
keepng the same ratio between observations with a different o@gin Oand scalé, , O.
In addition, transformed variables (1) keep the same linear correlation d@beh o
characterising the originat -variables; this property is not guaranteed using not linear
transformations (as that proposed in paragraph 4).

Many of the most used transformations of original data can be reconnected to (1) for

particular choices ofa,andb,. In particular, whena, =0and b, =1/ mone getsIND
methody,, = x,./m*; when a, =-m /(M,-m)and b =1/(M,- m) one gets Norm

method: y,, = (X, - m,)/(M, - m))™".

Given (1), a first consideration concerns the kind of mean used for synthesizing
valuesy,,. If w, represents a series of given weights summing up to one, the use of a
weighted arithmetic meai\| or a weghted geometric mears] leads, respectively, to the

global scores:
k

Sai :?_ (ah + bhxhi)wh; (2
X
Se)i :Q(ah +bhxhi)Wh; (3

One can suppose that fdreti-th unit one variable say, variable - increases of one
point. As a consequence, according2) thegain of the global score will be given by w.

and the ratio between the increased s&tand the old scorswill be:
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. +1 _
“(A)i _ Zﬁ:l (ap + by )wy, + byw, 14 b,w,
S(A)i ¥ (an + buTpi)ws Sy

(4)

The main consequence of (4) is that the choice of the varidbét, when igreased by
one point, produces the highest gain in global score fartthanit does not depenfilom the
level assumed by this unit for any particular variable. On the other hand, the choice should be
in favour of the variable with the highteseight andor the highest coeffientb;: with Ind
andNormthe highest gains are got, respectively, increasing the vavighi¢he lowest mean
and the lowest variation range. According to (3) #asy to get the relation:

S?;:-’):’ o (a-r + b?'Iﬂ' + br)wr (1 4 o
S{:C’)z’ B (a:r‘ + brI?‘ijwr B (ﬂ'r;’fbr) + Tri

(6)

In this case, the main consequerof (5) is that the choice of the variabldepends
from the singlex-values and, given all the ratia#h, it should be chosen the variable with the
lowest levelxi, meaning that it is more convenient to increase by one point the variable for
which trei-th unit has the worst performance. Lets note #éd, = O with Ind anday/b, = -

m, with Norm, so that the highest gain is got increasing the variable witlowest difierence
(%i - my), that is the lowest-value ifm= 0.

Since one would appreté an equilibrated behaviour of each unit for #iagle
indicators- instead of a very good performance for one variable and low performance for the
others { one could prefer a mean as (3), that awards more performance improvements for
variables which assne the lowest values [12] [15]. A further point in favour of geometric
mean is that it is more sensitive respect to low values (respect to the mean) than large values,
and it can be helpful when some outlier values could cause an-ewvalaation of the ther
unitsd performance. On the other hand, the main limit of geometric mean is that it cannot be
used in presence of null or negative values.

Scoresensitiveneseespect to an increase of a variable can be obtained considering the
elasticity of the globascorethat expresses the percent increase of score respect to an increase
of one percent of the variable consider€tis tool diminates the problem due to dffent
magnitudes and variatioanges of the singhkeariables. As well known, i = f(x) eladicity is

given by € = (9y/0z) - (2/Y) It tollows that, supposing that, and b, are given(as it
happens when witness durum varieties are used as benchmarksiigmehdent respect to
anyx,, theelasticities respect tg for thei-th unit using
('w?‘ brI?‘i )
‘5’[_,.1)?- (6)

(2) and (3) are given by
( CI},S’[C'}.‘; ) ( ;1:?-£ ) ( 'U.,'?-b?-;r?,i
0‘((3‘}1’ = 83_0 : — = ... = 07
T Sy Vi T + b?‘r?"?
(@ W

(0'9[_,-1):') ( Ly )
E:_i:? = = — ...
o oz,; S(A)i

From (4) and (6) it follows the St/ 5 = 1+ €/ \While elasticity cannot ever be
constantwhen using an arithmetic mearbecause of (6) using a geometric mean elasticity
will always be constant (so, independéntn any particular levek;) for any tansformationh

Lt is well known that the only transformation characterised by a constant elastigitsespectto x has the

form:y = (x/c)**®, wherec is a constant anelis elasticity.
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such that, = 0. If a, 6] 0, with geometric mean no general conclusion can be drawn on the
quickness of global score change due to a one percent increase of a vaeealse this
effect will depend on the algebraic sign of the ratib,: if postive, elasticity will be highe
for highx, values; if negative (as, for instaneath Norm), the opposite will hold.

It also follows thakg)i > e if a + brxi < Sy, that is when theontribution that the-
th variable gives to the global arithmetic scoretlo¢ i-th unit is lower than the average
contribution (that corresponds to theore itself when it is measuar¢hrough (2)). This result
confirms the highersensitiveness of geometric mean respect to those variables assuming
relativelylow levels on the unit taken into@munt.

We have that (4) is equal t' T (wr/mrsai) it we considerind method and to

L [wr/ (M = m)seiif we consideNorm method, so that thgain will always be higher with
Ind, because it will always bé&/ - m) >u,. Generally speaking, the highest is the variation
range of a variakel, thehighest will be the increase ohfil score (due to a one unit increase of
this variable) got withind rather tharNorm, unless with the increase of variaticange also
the mean increases at least in the same proportion.

While (4) and (5) indicatéhe overall growth of score for one point growtha variable,
elasticities (6) and (7) express the sagn@vth quickneswhena variable increases of 1%.

A possible feature even though not necessargf transformed variablél) is that the
average icidenceof each new variable on thenéil score is(approximately) the same;
otherwise, given weight&, some new variablesill keep to have a most relevantlirence
than others on therfal ranking.According to (3), the average relative incidence efrtth
new variable orthe final score evaluated as a geometric mean of the relative incidences
calculated on all the singleumits- will be given by:

1
n ﬁ (O"r‘ + b?‘rv'rﬁ) o ( :,1=1 (G.r + br‘rr?’)wr )W _ _
b S(@)i T2 T (an + bane)™n

k n 3 k
= [ I1 (H(G-h +bhfﬂm)) } = II G
h=lh#r \i=1 h=1h#r (8)

whereGy;, is the geometric mean of tlieth transformed yariable. According to (8)
without considering the effect of ddéfent weightsw - eachvariable will have thesame
average incidence on thendil score if and onlif each geometric mean is equal to the others,
that isGyn = G for eachh. That is the main reason because a transformasi¢h)ashould lead
to newy-variables characterised by the same mean. In order to do thatNafterone can
still applyInd on normalised valuedNorm-ind method), getting tonethodV in the next Rble
6.

A similar result can be also got ngi(2), providng to consider insteadof the mean of
the n relative incidences the mean of tha differencesbetween each individual global score
and the addendum of this score refetether-th variable, that is:

n k an oA | k n
n—1 Z (Z yh}:th _ yr;jtr) - — % Z (n—l thz) w, =
i=1 \h=1 ’ ' h=1h#r i=1
1 k
= E Z ‘Ayhurh :
h=1h#r (9)

whereAy; is the arithmetic mean of theth transformeq/-variablé.

2 0f course, also an opportune choice of weights could guarantee the same mgsultl the sufftient to putw,
= log(c)=log(A) andw;, = c=A, for some constard.
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4. A more general not linear transformation

If x is a modality of whatever amonkg measured variables, one can defia
transformatiory = f(x) such that this condition in satisf:
Yy—my  pe(T—myg)
M,—y (1—p,)(M,—z)

(10)

wherem, and m, are the lowest (mimmum) values assumed lyyandx, My and M, are the
highest (maximum) values assumedytandx andpy is a smoothing coeffient applied to the
difference betweer and itsminimum, ranging from 0 to 1. The highesipis the lowest will

be therelative weght assigned toMy - X). The simple idea underlying (10)tisat, wherp, =

0,5, after the transformation in the neyscale the ratiobetween the distance of the
transformedy value respect to its minimum aride distance between its maximum and the
trarsformedy value must bequal to the same ratio measured on the original varxableom
(10) weget the not linear transformation:

_ Myp.(x —m,) +my (1 —p,) (M. — )
B Pr(l‘ — ?nr) + (J- - pr)(ﬂ-[r - '1) (11)

that can also be seen as a weighted arithmetic mddpafdm,, thatare the extreme values
that can be assumég y. In particular, if one pup, = 0.5, orMy = 1 andm, = 0, we get
respectively:

M,(x —m,) +m, (M, —x)
(M, —m,) '
px(‘r 7 'ﬂ'll)

ope(r—my) + (1 —p) (M, — 1) (12)

while if the new variablg must range within [@], the frst of (12) reduce® the common:
)= (z —my,)

The not linear transformation (11) cannot be seem@aticular case ¢fl). Recourse to
the first transformation (12) for each of theriginal varables guarantees that all the ngw
variableswill range in the same intervéin, M) if My and my are the same for eaghe.g. if
Mynh =M andmy,=m
for eachh. Since the second relation (12) can be written as:

(1—p)(M, — )]

el —my)

y= |1+
(14)

it follows that- givenx, My andmy - y will be as much higher gs will be high, meaning a
larger weight assigned to tli@ferencebetweenx and its minimum rather than thigference
between the maximum amxd That can be useful when the minimum is more representative of
the whole x-distribution rather than the maximum, as it should happen wheistribution is
affected by a strong positive asymmetry, as in many empimatexts.The evaluation of
distance of minimum and maximum from thdole distribution is a particular case of the
wider problem concerned wittistance of one point from a cluster of points [17].
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In the exampldrom Table 3, we have 15 units and 2 variables A Bnthathave same
minimum (10), maximum (10.0) and mean 93). According tolnd, Norm and Norm-ind
methods, unit 3 is always at the seventh placéheffinal score ranking (in particular, all
methods lead to the same rankifigsall units) and the reteve weight of variables A and B
on its score islways equal to 0,5. In reality, onencaote that the intrinsic signifance ofi 4 o
in the A ranking is higher than in the B ranking, because it is the sdmmtdsalue for A
(determining the third place this unit), while it is onlythe eighth value for B. Maximum for
A is less representative of the whdlistribution than for B whose 15values present a linear
trend - while it happens for A only if unit 1 and 2 (having both the maximum ©)l8re
corsidered apart.

Generally, choice ogbx depends on how much is more important to stdestsnce from
the lowest value instead of the gap respect to the highestronase of perfect symmetry,
one can pupy = 0.5: this choice is equivaletd the use ofhe ordinary transformation (13).

Table 3- The need to assign d#ifent weights to the same modality ineBkings

Unit 1 2 3 4 5 6 7T B 9 10 11 12 13 14 15 Min Mar Avg

A 10,0 100 40 39 39 38 36 35 32 28 27 25 24 22 10 1.0 10,0 3,97
B 10,0 45 40 10 55 84 41 74 24 14 10 10 60 1,0 1.8 1.0 10,0 3,97
Rank* 1 2 T 10 5 3 8 1 9 11 12 13 6 14 15

(*) According to Ind, Norm and Norm-ind methods

5. Optimal choice of coefficientpx

The doice of p, can be driven by various criteria. Herein we propose 6 possible
formulas, on the basisf which p, will vary in the interval [01]. If gos0) is the median, we
have:

. Mz — 4z(0,50)
Py = 0,5 (l + 7)

" s (15)
p.l"['z'} = O._ 5(_]_ + ﬂ-]) (16)
Pem = 0,5(1+ay) (17)

e v — (/2
pr[.-l-} = 0.5 (l + Tl(x;ﬂr.: (nf ))
- (n/2) (18)
O r(z#ms) =
Pzz)y = (e2ms, =0,5(1 + ag)
Oz(z#mg) T Oz(z£My) (19)
Pe) = M, —m,
M, — x(0,50) =
_ - =0,5(1+
(Mz = qz(050)) + (Gz0,50) — ™M) 8 as) (20)

The first three formulas are explicitlyabed on the-distribution asymmetry evaluation;
formula (18) is conneet with the relative weight of unitgith x-values not higher than the

mean (they ar'"(===)); formula (19) isbased on the distance between the highest and the
lowest value and the othenits, while formula (20) compares distance between the maximum
and themedian with that between the median and the minimum. If a distributEymmetric

(for instance, in presence of uniform or normal distributions)thallprevious fanulas turn

out to be equal to B,
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Formula (15) is strictly connected with thlearson'ssecond asymmetry coefficient
given by 3(i: —x0s0)/7: | leading to a valu, higher than @ (that is, an overweighting of
differencesdbetween the maximum amxdatherthanx and the minimum) when mean is higher
than median, as it happeimsthe case of positive asymtng In formulas (16) and (17) the
following identities hold:

_ VeV ay = Dr—Dy
Ve+ Vo' Dr+ Dy (1)

5]

whereV is a variability indexD is the simple average deviation from the median, while labels

R andL indicate a right and a left tail of thedistribution.If one supposes thatlat-values

have been ordered in a not decreasing ranky,iW, is a varidility index calculated on the

first (0/2) terms (ifn is unpair, on the fst (n + 1)/2), while Vr is a variability index calculated

on the lastif/2) terms (ifn is unpair, on thdast ( + 1)y2). Similarly, inay, D, (Dg) is the

simple average deviation from the median calculated on the terms not higher (not lower) than
the median.

Both a; anda, are asymmetry indicators ranging frefnand +1 [17]: they will be zero
in case of pdect symmetry, higher (lower) than zero in presence of positive (negative)
asymmetry. As a consequenpgp)andpxs)Will range in the interval-fL; +1] as well. A well
known limit of these asymmetindicators is that they can be zero even when asyrgrise
notnull.

One could limit variability ofpye) and px into a smaller range simplgutting, for
instancepx = 0.5(1 + Q5a), so that in this cags will rangein the interval [14, 3/4].

As yet said, formula (18) evaluates the relative frequefhanits havingc-values lower
that the mean. In formula (19) one can substitute the expedtgive frequencyn(2) in case
of symmetry with § + 1)/22 if n is unpairEven though both of them vary in the intervdl, [
+1], estimates derivelly (18) will range betweenn(+ 2)2n and (& - 2)/2n, sincen x »o
rangesetween 1 andh(- 1).

In formula (19),xx6=mx andxxe=mx are thex standard deviationsalculated excluding,
respectively, mimhum and maximum. The simpletianale is that ratio ()9will be as much
higher than 05 as the degree afistance of maximum from the remaining was$ will be
higher than the mimum. This function will range betweef and +1 and will be equal tq 0
5in case of perfectymmetry. One can note that in (19) da@ considered &urther draft
asymmetry indicatorag), basically dependent on the extrewsdues ofx-distribution, given

by:

e — Oz(z#m.) — Oz(z#M.)
g =
Tz(z#m.) T Oz(z£M.) (22)
Also formula (20) can be seen as a draft asymmetry indicator, putting:
(Mg — quo50) — (Geos0) — Ma) My + mg — 2q50 50)
ay = ; =
(M, — Q.u[_o.atu) + (Gzo50) — m,) M, —m, (23)

From Table 4- referring to the sameéata of table 3 and using ¥ghe x-variance- one
gets that p(A) the relative weight of thdifference(x - my) for variableA - ranges from %9
(method (15)) and .B9 (method (16))Respect toNorm, the position of unit 3 irfinal
rankings would passom the seventh to the sixth using alethods except (15); the ettive
relativeweight of variableA on its find score is always higher tharb0, reachind@.68 using
(18). The same effect occurgven on a larger extenbn theaverage score oflaghe 15 units
as well. Using the same data oéfle 1, onevould still g& values for p quite far from.D,
except that with method (18).
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Table 4- Results of weighting systemom (15) to (20) (same data oable3)

Coefficient p Unit 3 Avg of 15 units
Method Rank unit 3 A B Rw (A) Rw (B) Rw (A) Rw (B)
Norm 7 0,50 0,50 0,50 0,50 0,58 0,42
(15) 7 0,50 0,49 0,56 0,44 0,62 0,38
(16) 6 0,79 0,67 0,56 0,44 0,63 0,37
(17) 6 0,66 0,46 0,62 0,38 0,64 0,36
(18) 6 0,75 0,44 0,68 0,32 0,68 0,32
(19) 6 0,74 0,52 0,63 0,37 0,65 0,35
(20) 6 0,72 0,67 0,53 0,47 0,61 0,39

Avg = Average; Rw = Relative weight

In the context of performance auation, use of not linear transformatioiss not
uncommon. For instance, we can consider the composite indicatorbyséue Italian
financial newspapdl Sole 24ore in its annual reporQualita della vita(Life Quality)of the
103 Italian provinces. &t each province, the synthetic sc@@egot summing up 36 variables

x, transformed in this way¥r = 7n/Mn if x, is a dimension considered positive for the
construct under studi¥» = x/Zn if x, is a dimension considered negative. The main limit
of this method is thate resulting score is not monotone, because for small values of some
variableh it could decrease as, increases, as yet underlingdliterature[3]. According to
considerations of paragraph 2, even these transformatgonkad to a bias if mmum and
maximum are quite diffrent from one&ariable to another.

Finally, another useful not linear transformation is not baseNam criteria, but on
the simultaneous evaluation, for each unit, both of the origiwalue and the correspondent
place in the raking, according to thaew indicisation method

ThiThi
Yni = = TpiRp

H(aryh (24)

wherery,; is the place occupied by tireh unit in the ranking of thé-th variable anduxnn is

the mean of products betwerpandr,.. Throughtransformation (24) it is implicitly possible

to take into account not only thelevel, but the relative distance of this value respect to the
other observeda-values as well. On the other hand, in this context the only use of ramkings
without any reference to originglvalues, could be partialipisleading.

6. A resume of methods and properties

Table 5 resumes the main transformations applied in the context under Baudy.
arithmetic mean, score changes for a one unit increase of a varial#astiaity have been
formalised.

In addition to widey discussed transformationslaandlV, we alsantroducell - which
is based orind applied using the median instead of thean- andV - which is based on the
same transformation thasiorm, butsubstitutingM,, with the mearu,. As yet underlined, that
is equivalent taiseNormand then to apply again tihed method.

®The coresponding formulas for geometric mean, even though applied in paragtzmrehot been showed
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Table 5- Diff erent methods for calculating synthetic scores Arithmetic mean

Code Trasformed variable yp; Change for Ar = +1 Elasticity
I Yni = Thi 1 Wy Thillp
8§ 8§
II Y pp— #“-trhr' 1 + Mtth.‘lr afji!;urh
Yni qh(0,50) Th(0,50)84 R (0,50) 5%
11 Yni = 3, L+ s
Mh Mh S
v P — Thi—MMh 1 Wh
n Y = My, —my, 1+ (Mp—mp)s;
v 3y, . — Thi—TMh 1 wp
v Yni [ —T, L+ (tn—mp)s;
7 14, . — ThiHh Wh
VI ) Yni on 1,+ Ohs:  Tons;
1"'—_[1”” Ypi = (xhs—mp ) (Mp—mp) 1+ e[ Mp—mp Jwp e(Mp—mp )ZpiWh
- =T . :
! E.ﬁ:][_"l!h—n?.}‘} i Si
VIIT® . Pr(Tpi—my) Empirical eval. Pr(1—pp)(My —myp )Tp,wh

Yni = pr@n—mn)+(1—pn) (Mn—zhs) %27,
(VIT)

IX® Yni = = y(u},‘ Ty Empirical eval. Empirical eval.
X Yni = Tpillp; Empirical eval. Empirical eval.

(1) ¢ = [Zhoa(My - mp)] " (2) 20 = [palzr — ma) + (1 — pa)(My — zri)];
(3) yV1) indicates the z-transformation coded according to method V11

Methodlll corresponds to that used bysole 24ore, considering thain this context all
the 4 paramets are positively connected with the ovetalhlity, and is a particular case of
IV when all minimums are equal to zero.

Method VI is the common standardisation: let's note that it is the cadg when both
positive and negative scorean happen andithis also the@eason because this transformation
cannot be applied when using a geometraan.

TransformatiorVIl was proposed by D'Esposito and Ragozini [8]eitives from (1) if:

-1

ap

k
—Tﬂh(j[h — TTih) {Z(J[}! — ”Eh)}
h=1
-1

k
by = (_-‘ql[h — mh) {Z[:;\Ih — Tﬂh):|
h=1

In this case the weighting system is based on the variatioe @ngachvariable: the
weight is higher for variables characterised by a higher variagingethat is completely in
contrast with the evaluations carried out alding previous paragraphs. This method seems
less reliable than others (atst for the paicular aim of this context), because it can add an
explicit overweighting to thémplicit one due tdhe different variation ranges, asmarked in
paragraph 2.

Method VIII derives from the seconidrmula (12), whilelX is a simplifed formuld
obtairedapplying to transformatioNlll the Ind method as fo¥ when compared with/.

Due to the complexity ohot linear transformations a#ll, IX and X, in these cases
score changes for a one unit increase (and elasticity asowelethodX) cannot be exptitly
derived, since empirical simulations habeen carried out in order to estimate them
conditionally to observed data.

Finally, methodX is based on the not linear transformation (24), sodhahe whole 3
of the 10 compared transformations are nwdr. According to Aiello and Attanasio [1], all
methods are: a) relatively easy be implemented; b) comparable to original data; c)
conservative respect tthe original order of any batch of original data (percentiles are

* The exact formula would be more complex, since one should divide each terrmudahéor its average that
is given by the mean aofratios.
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transformedin percentiles); Hrelatively resistant to outlier observations (even thotingtt
could be less true for metholis, V andVll).

Comparisons among methods can Is® dased on a series of indimes that ca be
used to evaluate how muchél scores are connected withultivariate information derived
from original variables. One can take imtocount:

1. the average change of score due to a one point increase of a vaaddhiigted as a
mean of the individual changes. This change coulduite different depending on the
variable concerned.

2. the average elasticity of score respect to each variable, calculated as a mean of the
individual elasticity. Different elasticities indicate that increases of 1% for some
variables can be more convenient thanditrers, becae produceuicker increase of
final score.

3. the average relative weight of each variable on the final score, calculated as a mean of
n individual incidences. It should not be very different frotk it presence of quite
symmetric distributions. As a consequence,edéht average weights normally occur
if some large units dominate the others and strongly influence maximum asahtke
mean for some variables.

4. the number of aginal variables for which therft r units in the fnal ranking have a
rank lower that the Ban (or the median).

5. Correlations beteen each original variable andhdi score. The average overall
correlation of all he original variables with therfal score (orthe final ranking)
should be high,because it would mean that thendi synthetic scords quite
representative respect to information concemmigd the k original variables [9], [10].

In Table 5 the labetmpirical evaluatiorhas been put when it is npossible to evaluate
analytically mean of ratios, singds present both atumeratorand denominator.

7. A comparison study

Data used for the comparative simulatiterived from the database raged byistituto
Sperimentale per la CerealicolturalSC for the agricultureyear 2003/204. The specié
frame was theRete diconfronto varietale sulfrumento durp aimed at evaluating overall
quality for 57 Italian durum wheatrieties.

The 4 variables considered are: hettialiweight (HW), protein levelPL), gluten index
(GI) and yellow index (Y). Since in this context metholbgical comparisos are more
relevant than a strict interpretation of resditsm an operational point of view, weights
were all put equal to.R5, inorder to facilitate comparisons and interpretation of results.

In details, large values for H¢haracterise quite godeed and growtldurum wheg
varieties. Large values of Plunderline the feeding and tewhogical relevance of the
variety. GI measures thetrength of gluten in fie flavours and classify them according to
their pastamaking quality. For whatoncernsY|®, values near to the mmum denote a
yellow chromatic etctnot very grateful for the typical consumer, and weesa.

These variables are quite difent both in terms of mean and variatrange (Bble 6):
the largestcontrast is between PL (meal.04; variationrange 5) and Gl (mean &%;
variation range 598). The highest positivasymmetry characterises RPearson's second
asymmetry coefliient is equato 0138), while YI density is almost symmetric. A negative
asymmetryaffects HW and, on karge extent, GlI.

®> Measured aarding to the normative UNI 10281: it is the weight in kilograms of a hectolitre of wheat.
® Measured according to the normative UNI 10274: it is the percentage of prot#iegiity matter.

" Measured according to the normative UNI 10690: it is the dfyeaarid the featuresf gluten.
8 Measured according to the normative UNI 10688: it evaluates the content of pajiments.
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Table 6- Main features of the 4 basic variables

Method HW  PL Gl YI
Mean 81,06 13,04 69.85 24,40
Median 81,10 13,00 70,90 24,40
Min 76,00 10,60 31,50 20,10

Mazximum 85,00 15,60 91,00 29,60

Maz — Min 9,00 5,00 5950 9,50

Asymmetry* -0,076 0,138 -0,229 0,006
(*) Measured by 3(jt: — @x(0,50)) /0=

Rankings of durum wheat varieties obtained on the basis of criteria instéable 5
(performing 20 diferent methods, given the 6 options from (15)20) for method¥/1ll and
IX) can be synthetically compared evaluating jtf&pearman cograduation coefntamong
them (table 7). For simplicityonly results got using an arithmetic mean have been showed
and commented.

Even though is not evident from the table, method basdddi, II, 1ll) lead to quite
similar rarkings @ll the cograduation coefiients are equato one), but they could
significantly differ from those referred to normalisetthods IV, V, VIII, IX). For instance,
methodl (see [7]) leads to mnking that has an average correlation with thers equalo O,

8: thisis the mean between corritan with normalised methods (06) and theothers (038).

If one excludes methodll - that seems to be misleadingspect to the othersmethods not
based orind (from IV to X) lead tosimilar rankings; methoX is a peculiarity, since it is not
based on angormalisation or asymmetry evaluation.

Among the 6 options proped in order to estimate the coeféintspy (formulas from
(15) to (20)), formula (19) leads to the most extrermealpes, quite different from the
average value got using the other methodsaple 8).That can be due to the high relevance
played by the two extreme valuesdi$tribution (minimum and maximum) on the asymmetry
evaluation needeth orde to estimate the smoothing coefént. On he average of the 6
estimation criteriapy is higher than & for PL and Y1, while is lower tha@®.5 for HW and GI.

The most conservative method is therth, based on formula (18), dause it leadsot
the lowest variability of coefient among the 4 viablestaken into account, meaning that
taking into account only the numberwiits under and over the mean could not be enough to
evaluate the realsymmetry level.
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Table 7- Correlation between rankings of dun varieties with different metias
(arithmetic mean)

Method Avg Avg; Avgy

I 0,80 0,76 0,88
II 0,80 0,77 0,89
IIT 0,79 0,75 0,88
v 0,93 0099 081
v 090 097 0,73
VI 092 0098 0,77
VII 0,62 055 0,78
VI 094 099 082
VIl 093 099 081
VI 094 099 082
VIIIy 093 099 081
VI 091 096 080
VIl 094 099 0,82
IXq 091 098 075
IXg 093 099 0,79
IXg 092 098 0,77
IXy 092 098 076
IXs5 091 095 081
IXg 092 098 0,77
X 087 0093 0,74

Avg=average; Avg;=average correlation with normalised methods (IV, V,
VIII, IX); Avgy=average correlation with not normalised methods

Table 9 contains fial positions for the 8 wheat varieties which, ondlierage of the
20 rankings compared, present 5 or more position changes tfreim average position
(calculated as mean of 20 rankings). For instaBae would notpass the incentive threshold
using criteria based dnd, while it would turn out to be successful usidbthe other criteria
(except VII): its ranking position is 29 with methodd and 15 with methodV. Similar
considerations can be done urbel, Orobel, Plinio andTresor A reversesituation occurs
for Bonzq Gianniandlride.

Table 8- Values of he smoothing coeffientp, with different methods

Method HW PL GI YI Cv
(15) 0,487 0,523 0462 0,501 0,045

(16) 0,483 0,501 0,394 0,520 0,102
(17) 0,491 0,528 0472 0,547 0,058
(18) 0,477 0,504 0,471 0,514 0,037
(19) 0,349 0,697 0,259 0,644 0,384
(20) 0,483 0,531 0451 0,519 0,063

Avg 0,462 0,547 0418 0,541 0,110

Cv=Coefficient of variation; Avg=Average

An emblematic example of possible biases derived fornis given byTresor this
variety is at te 1" place for HW and PL and at the "Lplace for YI. The only bad
performance for Gl (582 place) leads to a quite loposition in the fial score got with
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methodsl, Il or Il (47" or 48" place),while all the other normalised r®ds assign to this
variety a fhal positionranging from the % and the 7 place.

Looking atDurbel, its performance is rather mazentroversial, since presents 2 very
good performances (YI:"place, and HW: % place) and quite bad, but its position inrfal
rankings got with methods, Il or Il is not higher than the 45 Moreover, only some of
normalised methodassign to this variety a score higher tiareshold: they ar¥, IXq), X2
andIXe). In particular, other varieties that do not pass the thresisatd)standardNorm |V,
but perform over the mean using some of transformafians (15) to (20) arésianni (over
the mean withV/1ll ) VIl 5y andIXs)) andOrobel (1X1) and1Xg)).

More generally, an overview of effts ¢ different rankings on wheavarieties
classifcation is resumed in the table 10. According to the use ddriéfitmetic mean, all
methods buVIl lead to a quite steady numberuwfits having a score over the meamanges
from 22 (methods ||,V|||(1), V|||(4), V|||(5), V|||(6), |X(4), |X(5), |X(6)) to 25 (methodX). In
partiaular, methodX (based on a conjoint use xievels andx-rankings) is theonly one for
which no unit with a score over the mean has 3 variableswith4a level under the mean
(that is, all units with a scor@ver mean havat most 2 variables under mean). The recourse
to a geometric mean leatts a higher variability of the number of units having a score over
the meanin this case it ranges from 2234 (methodsV, V, VII, VIl ), 1X1)), meaning that
Norm produces higher positive effts for some varieties usirggometric mean rather than
arithmetic mean.

Table 9- The varieties with thaighest ranking changes with difent methods
(arithmetic mean)

Varibles and Durum wheat varieties and their ranking

methods Baio Bonzo Durbel Gianmi Iride Orobel Plinio Tresor
HW 18 30 4 31 47 24 46 1
PL 26 10 53 44 41 33 51 1
Gl 43 18 48 2 14 51 17 52
Y1 7 52 1 49 28 2 50 11
I 29 23 46 12 19 52 37 7
11 28 23 45 13 19 52 37 7
Iir 29 23 47 12 19 52 34 48
v 15 41 24 25 35 33 52 6
Vv 14 45 18 35 36 21 53 2
Vi 14 43 22 31 37 26 52 2
VI 42 18 48 2 14 51 7 52
VI 15 41 25 24 34 31 51 7
VI 17 41 25 21 33 29 51 3
VI 15 42 28 24 32 35 52 7
VI 15 41 25 24 34 33 52 3
VI 20 46 44 16 29 26 53 3
VI 16 41 28 24 34 30 52 T
I Xy 14 45 21 M 36 22 53 2
I X9 15 43 23 26 35 24 52 3
I X 14 45 24 33 36 25 53 2
I Xy 14 416 24 34 36 26 53 2
X5 21 44 36 14 27 31 51 5
I X 14 44 22 30 36 24 53 2
X 17 34 19 33 41 25 50 3

In bold varieties with a final score not lower than the average score
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Table 10- Comparisem among original variableand final score with difrentmethods

Arithmetic mean Geometric mean

Methods Over 3V under Under 3V over Over 3V under Under 3V over
I 23 2 31 3 22 2 32 3
11 22 2 32 3 24 2 30 3
v 23 1 31 0 31 2 23 3
Vv 24 1 30 0 31 2 23 3
VI 23 1 31 0 - - - -
VI 28 1 26 | 31 2 23 3
VI, 22 1 32 0 31 2 23 3
VIl 23 2 31 1 23 2 31 1
VI, 23 2 31 0 23 2 31 0
VI, 22 2 32 0 22 2 32 0
VI 22 3 32 2 22 3 32 2
VIl 22 2 32 0 22 2 32 0
Xy 24 1 30 0 31 2 23 3
X2 23 2 31 1 23 2 31 1
X 23 2 31 0 23 2 31 0
1 X 22 2 32 0 22 2 32 0
IXg 22 3 32 2 22 3 32 2
1 X5 22 2 32 0 22 2 32 0
X 25 0 29 0 24 2 30 2

Over=units score over mean; Under=units score under mean; 3V over=with
3 variables over mean; 3V under=with 3 variables under mean

For what concerns sensitivenessfiofal scores respect to changescofariables, from
table 11 one can note thaethse of normalised method¥ (VIIl, IX) rather tharind (I, II,

Il only for geometric meanjemarks theeffects onfinal score derived from a one unit
increase of PL than an increaskany other variable, both if an arithmetic or a geometric
mean is usedJsinglnd, variability of dfects is quite low, as well as when methoid used.

While remurse tolnd implies a quite similar elasticity dinal score foreach of the 4
variables (Bble 12), normalised methods exalt elasticity respe¢iW and undeevaluate
that respect to Gl that is the variable havingl#éingest variation range, while Rind Y1 are in
an intermediate positionAlso in this case, these evidences both characterise the use of
arithmeticor a geometric mean.

The relative weight of each variable final score (&ble 13) is quit@ear to ®50 with
Ind, while the standardlormIV tends to increase thelative weight of gluten index (G00),
that is just the variable with thiargest variation range. Generally speaking, the new
normalised method¥lll and X reduce respect tt/, the overwhelming role played by Gil,
both if arthmetic or a geometric mean is used.

Since the overall average correlation between each of the original varetolemal
score can be seen as an index of information content kept yngheanking (table 14), an
additional point in favour of normaks tranformations- under an arithmetic meanis the
higher average correlatiorached usig methoddV (0, 422),VIll (0, 418) orIX (0, 418)
instead ofany methods based dnd (0; 309 at most). On thield the best criteriofs X,
reaching an avege overall correlation equal to @,74. Results comened with a geometric
mean confim that, with the exception of methdd (0.262, lower than @70 got withind)
and, on a lesser extent, methédstill high correlation, but ihine with normalised metids
VIII andIX).

8. Main conclusions and future tasks

In order to better dafie and measure th@uality Global Indexconcerningltalian
durum wheat varieties, and to distribute incentives accordingpi@er statistical ranking
procedure, the paper propssine use of normalisagéchniques (with the airof sterilising
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biases due to difrent variation rangesf basic variables) instead of methods basedndn
(all measures refer to thetrean).

Table 11- Change for _x = +1 with diérent methods

Arithmetic mean Geometric mean

Methods HW PL GI Y1 Cv HW PL Gl Yl Cv
{ 1,003 1019 1,004 1.010 0,006 1003 1,025 1,006 1015 0,008
11 1,003 1,019 1,004 1,010 0,007 1,003 1,025 1,006 1015 0,008
111 1,027 1049 1,004 1,026 0,016 1,003 1,025 1,006 1,015 0,008
v 1,053 1,095 1,008 1,050 0,029 1,048 1,085 1,012 1061 0,025
V 1,051 1,105 1,007 1.060 0,033 1,048 1,085 1,012 1061 0,025
Vi - - - - - - - - - -
VI 1,006 1003 1,040 1.006 0,015 1,048 1,085 1,012 1061 0,025
VIIT 1,052 1,092 1,006 1055 0,029 1,049 1,090 1,014 1059 0,026
X 1,052 1,093 1,004 1,054 0,030 1,051 1,095 1,012 1,056 0,028
X 1,006 1,015 1,006 1,011 0,004 1007 1,017 1,008 1,012 0,004

Cv=coethaent of vanation; Methods VIII and [ X: average of the 6 options
from formula (15) to formula (20)

Table 12 - Elasticity with different methods

Arithmetic mean Geometric mean

Methods HW PL Gl ¥ Cv HW PL GI Y1 Cv
1 0,251 0250 0,248 0250 0,004 0,000 0,001 0000 0000 1,179
11 0,251 0252 0246 0251 0,010 0,000 0,001 0000 0000 1,183
I 4,280 1238 0,552 1,219 0,794 4,258 1445 0,534 1,629 0,705
Vv 4,102 1361 0463 1.445 0,738 4,258 1445 0534 1,629 0,705
Vi - - - - - - - - - -
vii 0,493 0045 2,183 0,156 1,197 4,258 1445 0534 1,629 0,705
VI 4218 1236 0617 1,240 0,768 4104 1204 059 1,188 0,772
IX 4,080 1192 0,580 1,194 0,772 4,039 1,190 0579 1,172 0772
X 0,253 0247 0252 0249 0,010 0,005 0013 0005 0,010 02384

Table 13- Average relave weight of each variable omfl score with df erentmethods

Arithmetic mean Geometric mean
Methods HW PL Gl Y1 Cv HW PL Gl Y1 Cv
I 0,251 0250 0,248 0250 0,004 0,251 0251 0248 0,251 0,004
I 0,251 0252 0246 0251 0,010 0,251 0252 0245 0,251 0,011
I 0242 0254 0264 0240 0,038 0,279 0,247 0230 0244 0,072
v 0,263 0227 0300 0210 0,137 0,260 0,229 0301 0211 0137
V 0,251 0,249 0,252 0247 0,008 0,250 0250 0254 0,247 0,010
Vi _ - - - _ - _ - - _
Vil 0,035 0,009 0,928 0028 1,566 0,021 0008 0952 0,019 1,621
VI 0,249 0250 0271 0230 0,059 0,249 0250 0272 0,230 0,059
IX 0,248 0252 0,265 0236 0,042 0,247 0252 02656 0,236 0,043
X 0,253 0247 0,252 0249 0,010 0,256 0260 0250 0,233 0,041
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Table 14- Correldion between each variable and final score withedd@htmethods

Arithmetic mean Geometric mean
Methods HW PL GI Y1 Mean HW  PL Gl Y1 Mean
1 0,054 0,252 0865 0,165 0307 -0.112 0,191 0904 0,097 0270
11 -0,054 0,258 0861 0170 0,309 -0,112 0,191 0904 0,097 0270
111 0,062 0,239 0883 0,130 0,208 -0.112 0,191 0904 0,007 0,270
IV 0378 0,426 0465 0417 0422 0,075 0235 0521 0217 0262
V 0351 0482 0318 0534 0421 0,075 0235 0521 0217 0262
Vi 0451 0448 0351 0450 0425 - - - - -
Vil -0,092 -0,089 1,000 -0,183 0,159 0,075 0,235 0,521 0217 0,262
VI 0374 0418 0467 0414 0418 0,357 0,413 0467 0,397 0408
IX 0371 0423 0447 0433 0418 0,374 0,418 0462 0414 0417
X 0409 0479 0490 0519 0474 0,277 0204 0617 0,383 0303

Empirical results showed refant differences among durum wheat varieties rankings
obtained with diférent methodologies, and underline the rteeapen a new discussieon a
naional and an EU level as wellaboutthe right procedure to be used to achieve to a
satisfying synthesisf the 4quality indicators taken into account.

With the purpose to assign incentives for quality improvement of dwheat,Ind as
proposed by governmebodies often produces a sigondntchange of the relative edttive
importance of the 4 originahdicators usedor the evaluation, respect to the theoretical one
as indicated in the ERegulation concerned. In particular, it assigns a too high weight to the
Gl and, as a consequence, a lower weight to the other indicators (HW, Yihgradticular,
PL).

Of course, this bias would produmegative effects on the real exffivenesof some
economic policy strategies concerning agriculture, that are necessangler to reduce
territorial differencesand increase productivity in the Ej¢ographical coeit.

Theoretical evaluations and an empirical attempt seem to encouraggetbéa family
of new normalised techniques, which take into accountonbt variation ranges, but the
empirical frequency distribution form as wahd, in particular, its asynetry level.

Further ré ections and proposals concerned the choice of a set of gudliitgtors for
evaluating goodness of the overall compared methodologies.

Additional aspect that should be focusedre in depth concern the lmlving aspects:

A to replythe empirical test for a larger data set and simulating effectsnahstore

due to arexanteexclusion from analysis of particular duruvheat varieties.

A to evaluate possible improvements in measureméntoefficient p, and its
sensitiveness respeab farticular outlier observations that coubdcur in real
practice.

A to find under which theoretical conditions (and how often they fegopen in
practice) compared methods can lead to quite similar resudtsin particular, if the
increase of the numbef analysed units cafavour stability of results whatever
method is used.

A to verify at which extent diéfrent preliminary transformations of datan produce
significant changes of results obtained applying to transformed data ordinary
multivariate analges.
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