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Abstract:
The financial – accounting information, which is the result of the companies that provide accounting services, is meant for a wide range of consumers having various requirements. As result of the economic development the accounting information consumers have a very heterogeneous profile. Consequently a provider of financial – accounting information has to take into consideration the consumers’ need of information and to build a strong relationship with these ones. This paper aims at investigating through specific methods of marketing research how the accounting – taxation relationship influences the collaboration between the accounting services providers and their beneficiaries and which is the behavior of the financial – accounting information consumer. The goals of this research aim at knowing the opinions of the accounting professionals regarding the relationship between accounting and taxation, and the importance of these ones for the business activity.
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1. Introduction

In the context of highlighting the importance of the financial – accounting services, the development of these services’ providers is featured by flexibility which enables them to quickly and efficiently react to the permanent changes in the accounting field, especially taxation. Therefore, the financial – accounting providers must direct their activities to the satisfaction of the customers’ interests. These activities must contribute to the improvement of the intelligibility in communicating the information, supporting the client in profit-increasing approaches and to provide him/her a „minimum of comfort” to make out in the “legal wildness”. The financial – accounting information consumer is a variable of the services execution process. The nature and the features of the services, the services execution system as a whole lead to a certain customer behavior. The basis of this behavior is the perception of the service, reflected in a gap between the desired expected service and the received, resulted, accepted service, on the one hand and the promised, offered service and the effective, created, delivered service on the other hand (Olteanu 2005).

Consequently, only carrying out the business in a marketing approach may lead to the satisfaction of the consumer’s requirements and exigencies, by reduction the gap between what is offered and what is desired.

Nowadays, the services sector is featured by a diversification and an increased complexity, taking into account that the consumer became more and more demanding. It is found that also in the field of the financial – accounting services the consumers act in a professional manner, requesting financial statements that will support the economic decision (Baba 2011). The consumer considers more and more rigorously the features of the financial – accounting services and acts accordingly, while the provider company is concerned with an offer complying with such needs. The consumer of financial – accounting services is interested in a special relationship with the provider, which could lead to its satisfaction. Thus, the purchase is preceded by a series of actions meant to choose a certain service according to customer’s needs and requirements (Cetina et al. 2006).
The consumer’s behavior, in a specific approach, may be defined as a multidimensional concept which results from a system of dynamic relations between various perceptions, attitudes and motivations (Teodorescu 2003).

2. Literature review

In providing financial - accounting services the cooperation between a supplier and a customer will reduce the business risks and the value of the relationship can be increased (Kolarova, Otrusinova 2012). In these relationships the financial-accounting service providers could help their clients to overcome the daily business difficulties. Among difficulties faced by small enterprisers in their business could be mentioned: precarious knowledge about applicable laws, commercial law, but also marketing tools that could be used in order to create a good business image, difficulties caused by banks and potential partners’ lack of trust in small companies (Chitu, Tecau, 2012).

In the same time, the accountancy must be in line with the development of the applicable accounting and fiscal law, of the business environment and of the new management methods and techniques. Accounting and taxation are featured by an accentuated practical influence, the accounting – taxation relationship being focused on various practical aspects governing the economic activity (Cuzdriorean, Dumitru 2012). For example, the research in the taxation field monitors the impact of taxation on the consumer of financial – accounting information: the investors, the financial markets, the accounting services providers. On another hand the fiscal policy is a component of the financial policy of a state, together with the budget policy and its essence is the power of charging taxes and duties. Thus, the interdependence between taxation and accounting field starts from the functionality of the taxation system stated in any fundamental law of a state. In Romania the regulation is found in the provisions of Chapter 3 “Fundamental duties”, art. 56 of the Constitution (1991-revised in 2003), which, referring to the financial contributions, stipulates: ... (2) the legal taxation system must ensure a fair distribution of the tax burden”.

The fiscal mechanism communicates and collects information from the economy where the accounting and taxation have the scope: the organizing and managing a company’s business (Ristea 1998). The taxation is interdisciplinary, being an area of activity both for the accounting professionals, the economists, in general, and the professionals in the financial field. The accounting taxation relationship is a quite often researched matter that still generates various interpretations, opinions and assertions.

The influence of taxation on the companies’ economic decisions is highly studied by the specialists in the field, and the focus of the accounting professionals in the correct sizing of the taxes and duties completes the information on the accounting – taxation relationship.

The interest in this relationship is highlighted in multiple theoretical or empirical studies found in the specialty literature. In this respect we can mention the studies conducted by: Hoogendoorn, 1996; Lamb et al., 1998; Shackelford and Shevlin, 2001; Aisbitt, 2002; Maydew, 2004; Nobes et al., 2004; Nobes, 2006; Graham et al., 2011.

3. Research objectives and methodology

Starting from the current issues regarding the accounting-taxation relationship we have conducted a qualitative research among some managers of companies that provide financial – accounting services. The main goal of this research was to identify the managers’ opinions and the expectations regarding the proper solutions for their own clients taking into account the optimization of the taxation pressure on the company. In this context, the main research objectives are:

- To find the managers’ opinions regarding the importance of financial-accounting services.
- To identify the limitations in the relationship between the financial services providers and the beneficiary of financial accounting information.
To identify the requirements and the expectations of the managers regarding the optimization of the taxation pressure on the company considering the current competition environment.

To collect opinions about the implications of the fiscal regulations on the process of providing financial – accounting services.

Setting the influence of taxation on the corporate behavior.

To reach these objectives we carried out a qualitative research as individual semi-structured in-depth interview (Lefter 2004). We interviewed 10 managers of accounting audit companies. They were chosen from the list of the accounting audit companies registered in the Chart of Romanian Charted Accountants and Certified Accountants – Brasov Branch. The sample is made up of 6 companies pertaining to the class of micro-enterprises and 4 companies from the class of small enterprises.

The number and the structure of the accounting audit companies of Brasov city, of which we made up the aforementioned sample is presented in table 1.

**Table 1. The number of accounting audit companies of Brasov city, per classes of size**

<table>
<thead>
<tr>
<th>Number of employees</th>
<th>Type of company</th>
<th>Number of companies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Companies with up to 10 employees</td>
<td>Micro enterprise</td>
<td>200</td>
</tr>
<tr>
<td>Companies having between 10 - 49 employees</td>
<td>Small enterprise</td>
<td>4</td>
</tr>
<tr>
<td>Companies having between 50 - 249 employees</td>
<td>Middle enterprise</td>
<td>0</td>
</tr>
<tr>
<td><strong>TOTAL</strong></td>
<td></td>
<td><strong>204</strong></td>
</tr>
</tbody>
</table>

Data source: [www.ceccarbv.ro](http://www.ceccarbv.ro)

In order to put in practice the semi-structured interviews, the sample members have been selected using a selection questionnaire. This one was designed to select companies with various characteristics, respectively managers of the companies that provide financial-accounting services in the category of the micro-enterprises and of the small enterprises.

The interviews have been conducted based on an interview guide, which contain a list of the themes and sub themes that must be approached within the semi-directive in depth interview. The main discussion themes are:

- opinions regarding the financial-accounting services market;
- restrictive factors in the contractual relationships with the beneficiaries of financial – accounting services;
- opinions of the managers concerning the expected relationships in the process of providing financial – accounting services.

**4. Research outcomes**

The semi-directive in depth interviews were recorded on audio tape and the analysis of the gathered information was based on the content analysis – specific method of qualitative data analysis (Constantin, Tecau 2013). The results of this analysis are concluded on two major directions:

- *The horizontal analysis*, which reflects the manner in which each theme and sub-theme is approached by all the respondents. This analysis is significant as it represents the base of the qualitative study.
- *The vertical analysis*, by approaching within the same interview the manner in which each respondent approached the themes and the sub-themes of the in depth interview.
The primary information recorded in the synthesis table led to the following findings:

A. The horizontal analysis

The attention given by the managers of the financial–accounting service providers to the topics discussed in the interview can be highlighted on the grounds of a quantitative determination, which takes into consideration the number of intervention for every theme of discussion. The figure below presents the ratio of each theme in the total interventions of the managers.

![Figure 1. The structure of managers’ interventions on every discussion theme](image)

The structure presented in Figure 1 reveals a higher attention given by the interviewees to the Theme 3, which is related to the expected relationships in the process of providing financial – accounting services. This result stresses the importance of these relationships for the managers of financial service companies. The percentages of the other two themes are quite close to each other.

A synthesis of the research results on every discussion theme is presented below:

1. Related to the *market of the financial – accounting services*, there is a total dissatisfaction of the managers whose opinions are that:
   - The market of the financial – accounting services of Brasov is unstructured, saturated and unpredictable;
   - The potential beneficiaries of the services offered by the financial–accounting services providers are mostly represented by micro, small and middle enterprises;
   - The market is featured by unfair competition developed by the “covered” companies owned by public clerks, which practice dumping prices and “tacitly” provide protection against the tax controls;
   - The demand is also influenced by the high rate of taxation that determined a doubtful behaviour of the service beneficiaries as the financial–accounting information has to provide an image of the reality of their business.

2. The theme related to the *restrictive factors in the contractual relationships* reflects the managers’ dissatisfaction concerning the attitude of the services’ beneficiary that are not interested in this activity because:
   - The financial – accounting services are useful only for the taxation authority and they do not represent an instrument in business analysis and coordination;
   - The financial – accounting services generate costs and they are a “burden” for the company;
   - The financial – accounting services are associated to taxation and therefore they are materialized into “bad news” on the taxes and duties payable to the state.
The financial – accounting services are nowadays 90% taxation; they are limited and suffocated by these one and most of the accounting information is directed first of all to the state institutions and then to the satisfaction of the client’ needs;

There are more and more complex accounting and fiscal regulations for the micro, small and middle enterprises, which lead to the development of a complicated, stressful and time consuming bureaucratic system.

The most of managers underline that there is an image offered by the accounting information for the tax office and for the other beneficiaries, as result of processing the accounting documents and another image shown by “the personal records of the company rigorously maintained and exclusively used by this one”.

3. The opinions of the managers concerning the expected relationships in the process of providing financial – accounting services reflect the following aspects:

- The accounting professional must transfer the clients confidence in the well-organized service, provide counseling, provide solutions to its problems, be a business diagnostician, an architect of low sizing the taxes and duties and not just a data processor;
- The provider and the beneficiary must have a long term relationship, based on mutual respect, understanding, empathy, permanent communication, patience, correctness and seriousness;

In the parties’ relationship there must be initiative of offering the best solutions for the client, business management at the lowest price.

The provider-beneficiary relationship is influenced by several legal restrictions generating undesired evolution in providing financial–accounting services. The opinions of the managers reveal a very excessive regulation of the accounting profession, a strong focus of the accounting services on the taxation and a strong involvement of politics in the activity of professional organizations.

The accounting profession is an activity full of responsibility and requires the undertaking of risks that may arise out of the law interpretation; the wrongful sizing of taxes and duties may have serious effects on the client and may entail the responsibility of the professional.

In conclusion, the carried out research reveals the influence of taxation on the accounting, the state being the main user of the accounting information.

B. The vertical analysis

The vertical analysis of the semi-directive in depth interviews reflects the opinions of every manager on the collaboration between the provider and the beneficiary of financial-accounting services, considering the taxation implications on the corporate behavior.

On the grounds of the synthesis table we made some determinations regarding the interviewees’ interventions on every discussion theme. These determinations reveal the importance given by managers to every theme.

Figure 2. The % of managers’ interventions on every theme
On the grounds of the graphic above, we can notice that almost all managers paid a higher attention to the theme 3, regarding the relationships between the financial service providers and their clients.

The analysis of each interview regarding the information given for all the discussed themes outlines the following:

- **Subject 1** particularly emphasized the restrictive factors, such as the fiscal regulations, which influence the contractual relationships with the beneficiaries of financial–accounting services; this one especially analyzed the relationship between ethics and the quality of these services as a sine-qua-non condition of the provider – client relationship.
- **Subject 2** emphasized few improvement ideas for the financial – accounting services mainly with respect to the harmonization of the accounting – taxation relationship.
- The intervention of **subject 3** expresses the idea that the information produced under the taxation pressure determines a distorted image of the company’s business, this one being interested in the lowest possible sizing of the taxes and duties.
- **Subject 4** stressed the importance of a mutually beneficial relationship, considering the best taxation for the financial services’ beneficiary.
- **Subject 5** mostly approaches the issue of producing quality accounting information, without constraints in determining tax charges.
- **Subjects 6 and 7** outline the idea of a high level of mutual respect and the appreciation of the responsible work of the accounting professional within the contract relationships with the clients.
- **Subject 8** is in a way sympathetic with the public clerks who, in their turn, are suffocated by the excessive tax legal changes.
- **Subject 9** is interested in a long term contract relationship, based on a mutual understanding and close collaboration.
- **Subject 10** is rather pragmatic, concisely, attaining the essential points. He particularly insists on the corporate behavior of the service beneficiary, which are permanently interested in a collaboration leading to finding answers and solutions to the encountered problems.

The vertical analysis outlines some differences between managers’ opinions concerning the issues related to their requirements and expectations from a contractual relationship. The comparing analysis of their interventions on the themes and sub-themes approached in the interviews highlight various particularities such as:

- from the point of view of the mentioned themes, the opinions of the managers of the small enterprises are closed, due to the complexity of the businesses they do, the large number of clients they collaborate with, the various and multiple issues they have to solve. Even if the information of each manager is different in quantity, from the quality point of view they lead to similar conclusions.
- an important remark that can be iterated related to the information provided by most of the interviewees is that the contractual relationships between the accounting services provider and their beneficiary should reach a high level of professional performance.

**Conclusions**

The research outcomes lead to a general conclusion that due to the increased taxation the clients consider the accounting services as an obligation required by law, which decreases their important role in the management, sizing and assessment of the company’s business. Among the legal restrictions generating undesired development of the financial accounting business we can find the excessive taxation.

This one tends to gain the upper hand of the financial accounting services, determining the client to become very discreet about his/her business. In certain cases we notice a slight lack of interest of the client in the information provided by the business analysis and forecast and increased interest in obtaining profits as high as possible based on the low taxes paid to the state (Anton 2011). Such an attitude requires the need to elaborate tax optimization structures leading...
to a balance between accounting and taxation. For this reason, the balance between accounting and taxation is the key issue of the relationship between the two components, influencing also the contractual relationships between the providers of financial–accounting services and their clients. This requires detailed knowledge of the tax laws and of the company management by each company. Permanent monitoring of the fiscal norms and principles and understanding the consequences of the inobservance of the tax laws (fines, increases, penalties, imprisonment etc) lead to a better collaboration of the contract partners for the execution of the financial – accounting services.

Considering that taxation is mandatory, it must be understood as a component of the business management. The role of the accounting professional is to look for solutions to the benefit of the client, and for this reason a strong collaboration with the services provider is needed. The accounting professional must provide to his/her client the experience gathered with other partners or the state institutions, contributing in this way to the creation of a collaboration climate between the partners, aiming at business development. The beneficiary of financial services must see the tax as a factor that helps the stimulation of a more efficient economy by using all the fiscal facilities provided by law (Ristea 1998).

On another hand, the financial service providers should help the clients to develop their business not only to prepare good reports for taxation purposes. Some companies need to consider the reengineering of their activities in order to maintain or increase their competitiveness. Such a process needs efficient solution of redesign the enterprise’s processes and activities (Stefanescu et al. 2008). Thus, the financial service provider could support managers to take the best decisions based on reliable financial information, which includes also the risk analysis.

Taking into account the above mentioned, in the relationship with their clients the financial-accounting services companies could offer additional credibility to the financial statements but also professional support in the diagnosis of the financial health of a company and in its decisions for future development.
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Abstract:
Econometric models are used to analyze the development for the period for which the data are available (ex post analysis), and also for predicting the future values of endogenous variables (ex ante analysis). Econometric modeling is one of the most common ways of macroeconomic forecasting. This paper describes the econometric model created by using the software "R", which in the view of statistically significant factors, estimated the possible development of tax incomes of the Slovak Republic based on the data analyzed for the period 1993-2011.
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1. Introduction
This paper is focused on the analysis of the factors which affect the income tax of legal entity and their consecutive effect on the State Budget. There are more factors that affect the ITLE in different ways. We will concentrate on those, which substantially change the ITLE. The main objective is to define the factor that is statistically most influencing the amount of the ITLE (Šoltés and Gavurová, 2013).

First we will analyze the mutual relations between the tax incomes and factors effecting these incomes and then we will test them through statistical and econometrical methods and by econometric software “R”, which will show which factors are, or not, significant in our case (Gavurová and Glova, 2012). As the econometric software “R” can evaluate only numeric data and then select the factor which has a statistically significant effect in the monitored period, we trace following factors: the number of legal entities, gross profit of legal entities, legislative changes – tax rate, tax reliefs, inflation and GDP.

The paper is divided into several parts. In the first part we will describe and summarize the share of taxable and non-taxable incomes on the total incomes of the State Budget of the SR and also the share of the income tax of legal entities on the total incomes. The second part is dedicated to the factors affecting the income tax of legal entities and to the selection of five specific factors. Based on the selected factors, in the third part of this paper, we will describe the creation of econometric model for determining the effect of statistically significant factors for the amount of tax incomes in the conditions of the Slovak Republic tax incomes. In the conclusion we will show some of the results of created model, as well as the forecast of tax incomes for the next year and we will summarize the info and formulate the results (Szabo et al., 2013).

2. Incomes and the state budget
The income part of the State Budget is necessary to secure the expenditure part. The taxable incomes represent the biggest portion of the income part of the State Budget. We studied the taxable incomes for the period from 1993 until 2011 from the view of:
• share of taxable and non-taxable incomes on the incomes of the State Budget;
• share of the income tax of legal entities on the total taxable incomes;
• factors effecting the income tax of legal entities (Schultzová, 2004).
2.1 Mutual relation between taxable incomes and the State Budget

The share of the taxable incomes on the total incomes of the State Budget of the SR ranged around 80% throughout the entire period from 1993 until 2011 (as shown on the Figure 1). Despite the percentage swings, on the absolute base they still had a growing trend.

![Graph showing the share of taxable incomes on the total incomes of the State Budget in mils EUR from 1993 to 2011.]

**Source:** Custom processing based on the data provided by Ministry of Finance of the SR, 2012

**Figure 1:** Share of taxable incomes on the total incomes of the State Budget in mils EUR

Share of the income tax of legal entities on the taxable incomes of the State Budget of the SR

Figure 2 shows the share of the income tax of legal entities on the taxable incomes of the State Budget of the SR. The income tax of legal entities represented almost one third of the taxable incomes of the State Budget in the period from 1993 until 1996.

![Graph showing the share of the income tax of legal entities on the total taxable incomes of the State Budget in mils EUR from 1993 to 2011.]

**Source:** Custom processing based on the data provided by Ministry of Finance of the SR, 2012

**Figure 2:** Share of the income tax of legal entities on the total taxable incomes of the State Budget of the Slovak Republic

There was a significant decrease in 1997, when the share of the ITLE dropped from almost 24% down to 16%. This drop was caused by the unstable situation of businesses and
also by the tax reliefs that were provided to the foreign investors for the period of 5 years. The share of the ITLE had a declining trend until 2001. Starting in 2002, the share of the ITLE on the taxable incomes of the State Budget of the SR has grown, which was influenced by the change of the tax rate from 40% down to 29% and subsequently to 19%. Reduced rate was motivational to the legal entities. After booking the results of the ITLE for 2004, the income of the State Budget was 42% higher than in the previous year.

3. Factors affecting the income tax of legal entities

Out of the factors influencing the amount of the income tax of legal entities, we have chosen following:

- number of legal entities,
- gross profit of legal entities,
- legislative changes – tax rate and tax reliefs,
- inflation,
- GDP.

These factors will be further analyzed for the monitored period.

3.1 Number of legal entities which submitted the tax reports – „living payers“

Table 1: Number of legal entities which submitted the tax reports, i.e. „living payers“

<table>
<thead>
<tr>
<th>Year</th>
<th>Number of legal entities</th>
<th>Year</th>
<th>Number of legal entities</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>6480</td>
<td>2003</td>
<td>83431</td>
</tr>
<tr>
<td>1994</td>
<td>33765</td>
<td>2004</td>
<td>90367</td>
</tr>
<tr>
<td>1995</td>
<td>40140</td>
<td>2005</td>
<td>107116</td>
</tr>
<tr>
<td>1996</td>
<td>47000</td>
<td>2006</td>
<td>118509</td>
</tr>
<tr>
<td>1997</td>
<td>53456</td>
<td>2007</td>
<td>127670</td>
</tr>
<tr>
<td>1998</td>
<td>61157</td>
<td>2008</td>
<td>143776</td>
</tr>
<tr>
<td>1999</td>
<td>65500</td>
<td>2009</td>
<td>163539</td>
</tr>
<tr>
<td>2000</td>
<td>69785</td>
<td>2010</td>
<td>170058</td>
</tr>
<tr>
<td>2001</td>
<td>74075</td>
<td>2011</td>
<td>184922</td>
</tr>
<tr>
<td>2002</td>
<td>77846</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: [Ministry of Finance of the SR, 2012]

In the Table 1 we show the development of the number of „living payers“ in the SR, i.e. those who submitted their tax reports. The number of legal entities has a growing trend, which does not necessarily mean increased incomes into the State Budget. It is not a rule that increasing number of legal entities causes increased income into the State Budget.

3.2 Amount of gross profits of legal entities

The amount of gross profits should be the decisive indicator of the taxable incomes of the State Budget (Andrejovská and Buleca, 2012). By comparing Table 1 and Table 2 we can notice that even the number of legal entities increased in 1994 vs. 1993 by five times, the gross profit grew only by less than 17%. The opposite situation was in 1995 when the number of legal entities grew by less than 19%, but the amount of gross profits increased by 24% (Bajus and Gál, 2008).

Although there were a higher number of submitted tax reports in 1998 and 2004, the gross profits of legal entities dropped.
We can draw a conclusion, based on comparing the data in the Table 1 and Table 2, that both factors have a growing trend and we can determine which of them has a bigger impact on the income tax of legal entities, only by using the econometric model.

**Table 2: Profit before tax – gross profit of legal entity**

<table>
<thead>
<tr>
<th>Year</th>
<th>Gross profit of legal entities (mils Euro)</th>
<th>Year</th>
<th>Gross profit of legal entities (mils Euro)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>1925,21</td>
<td>2003</td>
<td>6405,76</td>
</tr>
<tr>
<td>1994</td>
<td>2249,98</td>
<td>2004</td>
<td>7091,88</td>
</tr>
<tr>
<td>1995</td>
<td>2765,19</td>
<td>2005</td>
<td>10644,33</td>
</tr>
<tr>
<td>1996</td>
<td>2490,64</td>
<td>2006</td>
<td>11950,91</td>
</tr>
<tr>
<td>1997</td>
<td>2422,79</td>
<td>2007</td>
<td>12945,99</td>
</tr>
<tr>
<td>1998</td>
<td>2198,7</td>
<td>2008</td>
<td>12375,06</td>
</tr>
<tr>
<td>1999</td>
<td>2157,41</td>
<td>2009</td>
<td>12778,00</td>
</tr>
<tr>
<td>2000</td>
<td>3305,62</td>
<td>2010</td>
<td>7542,00</td>
</tr>
<tr>
<td>2001</td>
<td>4308,40</td>
<td>2011</td>
<td>1614,00</td>
</tr>
<tr>
<td>2002</td>
<td>4502,19</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Source:* [Ministry of Finance of the SR, 2012]

3.3 Legislative changes – tax rate and tax reliefs

A decrease in the tax rate from 45 % to recent 19 % can also be the significant factor which provides for the increased income tax of legal entities in the State Budget. The lower tax rate should be in some extent a “motivational” factor for reporting all of the taxable incomes. On the other hand, the tax rate of 45 % could encourage legal entities to avoid taxing of all of their incomes. Tax reliefs are motivational element, unfortunately only for the foreign investors (Jakubíková and Šoltés, 2008). Domestic businesses have no opportunity to receive any tax reliefs.

**Table 3: Tax reliefs provided in the period from 1993 until 2011**

<table>
<thead>
<tr>
<th>Year</th>
<th>Tax reliefs (mils Euro)</th>
<th>Year</th>
<th>Tax reliefs (mils Euro)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>94,78</td>
<td>2003</td>
<td>221,21</td>
</tr>
<tr>
<td>1994</td>
<td>79,09</td>
<td>2004</td>
<td>200,16</td>
</tr>
<tr>
<td>1995</td>
<td>45,09</td>
<td>2005</td>
<td>93,66</td>
</tr>
<tr>
<td>1996</td>
<td>53,49</td>
<td>2006</td>
<td>140,93</td>
</tr>
<tr>
<td>1997</td>
<td>68,33</td>
<td>2007</td>
<td>139,13</td>
</tr>
<tr>
<td>1998</td>
<td>91,27</td>
<td>2008</td>
<td>53,97</td>
</tr>
<tr>
<td>1999</td>
<td>89,52</td>
<td>2009</td>
<td>63,01</td>
</tr>
<tr>
<td>2000</td>
<td>92,82</td>
<td>2010</td>
<td>67,08</td>
</tr>
<tr>
<td>2001</td>
<td>139,17</td>
<td>2011</td>
<td>65,24</td>
</tr>
<tr>
<td>2002</td>
<td>151,84</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Source:* [Ministry of Finance of the SR, 2012]

The Table 3 shows that the tax reliefs had a decreasing trend from 1993. There is an opposite effect from 1996, when the tax reliefs started to grow until 2003. After 2004 the tax reliefs significantly declined. The lowest level of tax reliefs is substantial for the incomes of the State Budget, even though the tax reliefs are motivational factor for the foreign investors. We can notice a decrease in tax reliefs in 2008, which was caused by the expiration of the five year period for which the tax reliefs were applied. The Slovak government adopted “a package of measures” in 2009, to mitigate the effects of the global crisis. The goal of these measures was to contribute to the mitigation of global economic development delay of the national economy. The government adopted the measures in the macroeconomic area, as well as in the area of business environment. The most significant areas of the business environment from the tax prospective can be considered: Decreased number of fixed assets depreciation groups (from five to four groups) and at the same time increased limit of entry price of fixed assets. The
component depreciation has been introduced, also regrouping of some types of assets to the lower depreciation group. The mentioned actions repeatedly activated tax reliefs, which in this case had the positive effect also on the Slovak businesses.

3.4 Inflation

Inflation is a macroeconomic problem which is indicated by the increased prices of goods and services, causes reduction of the purchasing power and influences the price level as a whole. The consequences of the inflation affect all areas of the economic life, they are linked to the production and the economic growth. On one side, the increased prices of goods bring higher incomes to the sellers and therefore also higher taxes paid to the State Budget. From this point of view, we could see inflation as a positive factor, which impacts the amount of incomes of the State Budget.

On the other side, the inflation\(^2\) can cause the weakening of the purchasing power, as a result of high prices, which lowers the incomes of the producers, i.e. also, decreases the amount of taxes paid into the State Budget.

Next table shows the development of the inflation throughout the monitored period. Various inflation rates are caused by economic and political circumstances, which took place in individual time periods.

<table>
<thead>
<tr>
<th>Year</th>
<th>Inflation (%)</th>
<th>Year</th>
<th>Inflation (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>25,1</td>
<td>2003</td>
<td>9,3</td>
</tr>
<tr>
<td>1994</td>
<td>11,7</td>
<td>2004</td>
<td>5,9</td>
</tr>
<tr>
<td>1995</td>
<td>7,2</td>
<td>2005</td>
<td>3,7</td>
</tr>
<tr>
<td>1996</td>
<td>5,4</td>
<td>2006</td>
<td>4,2</td>
</tr>
<tr>
<td>1997</td>
<td>6,4</td>
<td>2007</td>
<td>3,4</td>
</tr>
<tr>
<td>1998</td>
<td>5,6</td>
<td>2008</td>
<td>4,4</td>
</tr>
<tr>
<td>1999</td>
<td>14,2</td>
<td>2009</td>
<td>1,6</td>
</tr>
<tr>
<td>2000</td>
<td>8,4</td>
<td>2010</td>
<td>1,0</td>
</tr>
<tr>
<td>2001</td>
<td>6,5</td>
<td>2011</td>
<td>3,9</td>
</tr>
<tr>
<td>2002</td>
<td>3,4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: [Ministry of Finance of the SR, 2012]

3.5 Gross domestic product

Gross domestic product (GDP) represents the volume of the final production, which was produced by the production factors in the area of a given state. To determine the GDP growth, we need to formulate it in the constant prices, where we set the prices of a certain year as a base (in our case the base will be represented by the prices of 1995) and then by these prices we evaluate the production of the following and the previous years (Mirdala and Siničáková, 2008). We have chosen GDP as one of the factors which influences the income tax of legal entities and ultimately also has an impact on the State Budget. We can assume that the higher GDP means bigger volume of produced production, higher incomes of producers, who therefor pay higher taxes, and that increases the income of the State Budget. Based on this assumption, the growth of GDP has a positive impact on the income tax of legal entities and therefor also on the State Budget. This is also valid in the opposite case, when GDP declines, the producers have lower incomes, they pay lower taxes and generally this causes lower incomes of the State Budget. The same like with all other factors, we tested also GDP through the econometric model\(^3\).

\(^2\)We will determine the magnitude of inflation effect on the tax of legal entities for the monitored period by using the econometric model.

\(^3\)We were testing the impact of GDP on the income tax of legal entities and generally on the State Budget during the monitored period.
Table 5 shows the development of GDP and the value of ITLE as a percentage of GDP. GDP grew throughout the entire monitored period from 1993 until 2011. But the ITLE, determined as a percentage from GDP did not have always a growing trend. In the period from 1993 until 2004, the values of ITLE were alternately increasing and decreasing. Starting in 2004, this irregularity changed to a growing trend and in 2008 the ITLE achieved 4.16 % of the GDP value.

Table 5: Gross Domestic Product development

<table>
<thead>
<tr>
<th>Year</th>
<th>GDP (mils Euro)</th>
<th>ITLE as % from GDP</th>
<th>Year</th>
<th>GDP (mils Euro)</th>
<th>ITLE as % from GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>17021.84</td>
<td>4.01%</td>
<td>2003</td>
<td>35331.61</td>
<td>2.62%</td>
</tr>
<tr>
<td>1994</td>
<td>18080.73</td>
<td>5.22%</td>
<td>2004</td>
<td>37172.54</td>
<td>2.60%</td>
</tr>
<tr>
<td>1995</td>
<td>26110.34</td>
<td>4.28%</td>
<td>2005</td>
<td>39612.96</td>
<td>2.48%</td>
</tr>
<tr>
<td>1996</td>
<td>28204.87</td>
<td>3.95%</td>
<td>2006</td>
<td>42994.42</td>
<td>3.25%</td>
</tr>
<tr>
<td>1997</td>
<td>29393.22</td>
<td>2.66%</td>
<td>2007</td>
<td>47452.37</td>
<td>3.31%</td>
</tr>
<tr>
<td>1998</td>
<td>30697.74</td>
<td>2.67%</td>
<td>2008</td>
<td>50417.51</td>
<td>3.45%</td>
</tr>
<tr>
<td>1999</td>
<td>30704.37</td>
<td>2.38%</td>
<td>2009</td>
<td>62895.50</td>
<td>3.37%</td>
</tr>
<tr>
<td>2000</td>
<td>31135.90</td>
<td>2.68%</td>
<td>2010</td>
<td>65887.40</td>
<td>3.23%</td>
</tr>
<tr>
<td>2001</td>
<td>32191.46</td>
<td>2.08%</td>
<td>2011</td>
<td>69058.20</td>
<td>1.82%</td>
</tr>
<tr>
<td>2002</td>
<td>33751.58</td>
<td>2.74%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: [Ministry of Finance of the SR, 2012]

4. Testing of the factors’ impact on the ITLE using the „R“ software

The econometric modeling is one of the most extended ways of the macroeconomic forecasts creation (Doval, 2010). Correctly specified econometric model, through its variables, mathematical and analytical form of the tested reliance and stochastic assumptions on probability distribution of random failures, allows quantifying the intensity and the direction of the mutual relations of economic variables of the model, based on the model’s parameters, if the adequate statistical data are available.

We quantified the impact of individual factors on the ITLE using the econometric software „R“. The main objective is to determine, which of the monitored factors are statistically significant in our case. We created a linear model in which we track the impact of factors NLE, GPLE, TR, TF and GDP on the monitored development of the ITLE change. This linear model must meet the following assumptions:

Random failures have a zero mean value in all observations:

\[ E(u_i) = 0 \quad i = 0,1,2,3.....,n \]

The compliance with this assumption leads to a result that variants have their mean at a zero value.

Variance of random failures is constant in all observations:

\[ \text{var}(u_i) = \sigma^2 \quad i = 0,1,2,3.....,n \]

This assumption is referred to as an assumption of heteroscedasticity, based on which the random failures in all observations have the variance, which we do not know. Random failures are not correlated with each other, i.e. their covariance equals to zero:

\[ \text{cov}(u_i,u_j) = 0 \quad i=0,1,2,3.....,n \quad i \neq j \]

Explanatory variables are linearly independent, i.e. matrix X is at the value which equals to the number of columns:

\[ h(X)=k+1\leq n. \]
Explanatory variables are non-random, i.e. elements $X_{ij}$ of the matrix $X$ are the same in repeated selections and variances of their values are nonzero.

Random failures $u_i$ have a normal distribution:

$$ u \sim N(0, \sigma^2 I) $$

Fulfillment of these assumptions safeguards that the linear model has good characteristics. In case that the assumptions are not met, then the parameters loose some of these good characteristics.

Our single-equation model has following form:

$$ ITLE = \beta_0 + \beta_1 \cdot NLE + \beta_2 \cdot GPLE + \beta_3 \cdot TR + \beta_4 \cdot TF + \beta_5 \cdot GDP + \beta_6 \cdot INF $$

- $\beta_0$ - absolute element, resp. the constant at the level;
- $\beta_1 - \beta_6$ - regression coefficient, expresses the impact of tracked factors on ITLE;
- NLE - number of legal entities;
- GPLE - gross profit of legal entities;
- TR - tax rate;
- TF - tax reliefs;
- GDP - gross domestic product;
- INF - inflation.

The objective of our testing was to determine which of the tracked factors has a statistically significant impact on the ITLE. The first step is testing of the regression coefficients' significance by using the function summary(). Following data from the Table 6 represents the result.

<table>
<thead>
<tr>
<th></th>
<th>$\beta$</th>
<th>p-value</th>
<th>B</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1.394e+10</td>
<td>0.54954</td>
<td>TF 2.692e+04</td>
<td>0.06460</td>
</tr>
<tr>
<td>NLE</td>
<td>-1.444e+05</td>
<td>0.67462</td>
<td>GDP 1.54e+04</td>
<td>0.651</td>
</tr>
<tr>
<td>GPLE</td>
<td>1.136e-01</td>
<td>0.00684 **</td>
<td>Inflation 1.027e+08</td>
<td>0.81863</td>
</tr>
<tr>
<td>TR</td>
<td>1.610e+08</td>
<td>0.76208</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Source:** Common processing through „R“ software

$p$-value – value based on which we decide on the significance of the individual factors.

The testing shows that not all of the factors are significant. Software R marked with stars, resp. dots the significant factors and we used these factors in further testing. In elimination of insignificant factors we started with the highest $p$-value and proceeded to the lowest value. The highest $p$-value was shown for inflation; therefore we eliminated this factor as the first one. The reason could be that the changes in inflation do not have a direct impact on the change of the ITLE$^4$.

We repeated the process after the elimination of inflation with 5 remaining tracked factors.

---

$^4$ The stable and low inflation is a proof of a good situation in a business environment, which can be motivational element for foreign investors and for the economic expansion and then consequently it is shown in the amount of the ITLE.
Table 7: Testing of the significance of regression coefficients 2

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>p-value</th>
<th></th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1,433e+10</td>
<td>0,51491</td>
<td>TR</td>
<td>8,410e+07</td>
<td>0,82962</td>
</tr>
<tr>
<td>NLE</td>
<td>-1,911e+05</td>
<td>0,46969</td>
<td>TF</td>
<td>2,843e+00</td>
<td>0,02233 *</td>
</tr>
<tr>
<td>GPLE</td>
<td>1,124e-01</td>
<td>0,00431 **</td>
<td>GDP</td>
<td>2,083e+04</td>
<td>0,37844</td>
</tr>
</tbody>
</table>

Source: Common processing through „R“ software

As a result of eliminating the insignificant factor – inflation, the p-values have changed. Subsequently we removed another insignificant factor – TR, because its p-value is the highest.

The business environment in the Slovak Republic was in the early stages of the Slovak Republic unhealthy due to a high tax rate. The development of the tax amount and the number of legal entities was contradictory\(^5\). We had 4 remaining factors after elimination of TR factor.

Table 8: Testing of the significance of regression coefficients 3

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>p-value</th>
<th></th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>1,857e+10</td>
<td>0,05527</td>
<td>TF</td>
<td>-2,999e+00</td>
<td>0,00202 **</td>
</tr>
<tr>
<td>NLE</td>
<td>-2,095e+05</td>
<td>0,38131</td>
<td>GDP</td>
<td>2,1236e+04</td>
<td>0,31453</td>
</tr>
<tr>
<td>GPLE</td>
<td>1,107e-01</td>
<td>0,00246 **</td>
<td>GDP</td>
<td>2,1236e+04</td>
<td>0,31453</td>
</tr>
</tbody>
</table>

Source: Common processing through „R“ software

Table 9: Testing of the significance of regression coefficients 4

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>p-value</th>
<th></th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>3,394e+10</td>
<td>0,002549 **</td>
<td>TF</td>
<td>3,122e+00</td>
<td>0,001063 **</td>
</tr>
<tr>
<td>GPLE</td>
<td>9,221e-02</td>
<td>0,000524 ***</td>
<td>GDP</td>
<td>3,509e+03</td>
<td>0,697149</td>
</tr>
</tbody>
</table>

Source: Common processing through „R“ software

NLE is another insignificant factor, which we have eliminated similarly like in the previous cases. Indicator NLE does not directly express the amount of incomes of legal entity\(^6\). Subsequently we tested the significance of remaining factors. The last insignificant factor that we tracked was GDP. The high production of individual businesses does not necessarily need to bring high profits, as it depends on the amount of costs. After eliminating the last insignificant indicator, we have only significant factors remaining and those are the gross profits of legal entities and the tax reliefs.

Table 10: Testing of the significance of regression coefficients 5

<table>
<thead>
<tr>
<th></th>
<th>β</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>2,622e+10</td>
<td>1,49e-07 ***</td>
</tr>
<tr>
<td>GPLE</td>
<td>9,915e-02</td>
<td>4,58e-08 ***</td>
</tr>
<tr>
<td>TF</td>
<td>3,106e+00</td>
<td>0,000701 **</td>
</tr>
</tbody>
</table>

Source: Common processing through „R“ software

After elimination of all insignificant factors we created an equation for the optimal model in the following form:

\[
ITLE = 2.622e+10 + 9.915e-02 \times GPLE + -3.106e+00 \times TF
\]

---

\(^5\) In the following years the tax rate was decreased and the number of legal entities grew, so the tax base grew as well. And this growth could lead to the fact that the decrease of the tax rate did not necessarily had to be the reason of decreased income tax of legal entities in the State Budget.

\(^6\) The number of legal entities and the amount of total incomes of legal entities does not need to have a direct correlation. It may happen that the income of one legal entity is higher than the income of e.g. another five legal entities.
After all we have tested the model by using selected tests for compliance with the assumptions of the linear model. When the model is entered, its testing for the presence of unfavourable effects is an obligatory step.

1. Testing of residues’ normality

The base assumption is that the residues have a normal distribution, which we test by applying Jarque – Bera test. This test is performed by using the function `jbTest(resid())` and by establishing the hypotheses:

- **H₀**: residues are from a normal distribution
- **H₁**: residues are not from a normal distribution

P-value is a criterion for decision on the test result. If p-value is higher than α=0.05, then the hypotheses H₀ – residues are from a normal distribution, is not rejected. In our case, the test of model was higher than α (Table 11), which means that we can assume that the residues are from a normal distribution.

<table>
<thead>
<tr>
<th>Model1</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.66</td>
<td></td>
</tr>
</tbody>
</table>

**Table 11**: Result of residues’ normality testing

Source: Common processing through „R“ software

2. Testing of random components’ autocorrelation

This type of model assumes that the random components are not correlated with each other. If this assumption is not valid, then we say that there is an autocorrelation in the model. We test the presence of autocorrelation through Durbin-Watson test, in which we establish the following hypotheses:

- **H₀**: autocorrelation is not present
- **H₁**: autocorrelation is present

This test is represented in the econometric software „R“ by the order `dwtest()`. Unlike the previous `jbTest`, where we tested p-value first, based on which we formulated the conclusion on hypotheses validity, in this step we will concentrate on DW statistics.

In our case, the DW statistic does not belong to any of the intervals, which means that it falls into the grey area and we will decide on the presence of autocorrelation based on the p-value, which is 0.09382. Based on this value we can conclude that the model does not contain the autocorrelation of the random components.

<table>
<thead>
<tr>
<th>Model1</th>
<th>DW statistic</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1.21</td>
<td>0.09382</td>
</tr>
</tbody>
</table>

**Table 12**: Result of random components autocorrelation testing

Source: Common processing through „R“ software

3. Testing of heteroscedasticity

It is necessary to perform a test of heteroscedasticity, to make sure that the model, that we have chosen and adjusted, has a sufficient reporting ability. The problem of heteroscedasticity rises, when the variance – covariance matrix of random components does not

---

If the value of DW statistic ranges in the interval <1, 8; 2, 2>, there is no autocorrelation in the model. If the DW values are close to 0, resp. 4, the random components are positive, resp. they are negatively correlated. If the value of DW statistic is not from the mentioned intervals, then it is in a grey area and we can decide on the presence of autocorrelation the same way as in the previous test, based only on the p-value.
have a constant value of the variance on the main diagonal. The presence of heteroscedasticity is tested through Breusch-Pagan test, which is represented in the „R“ software by the order `bptest()`, based on established hypotheses:

\[ H_0: \text{heteroscedasticity is not present} \]
\[ H_1: \text{heteroscedasticity is present} \]

The presence of the heteroscedasticity is decided again based on the p-value, which we compare with \( \alpha = 0.05 \). In our case the \( p = 0.4777 \), so \( H_0 \) is not rejected and we can draw a conclusion that the heteroscedasticity is not present in this model.

4. Testing of multicollinearity

Another significant assumption of correctly defined linear model is the independence of rows and columns in the matrix of random components. In our case, we tested the multicollinearity through the correlation matrix `cor()` and by establishing the hypotheses:

\[ H_0: \text{multicollinearity is present} \]
\[ H_1: \text{multicollinearity is not present} \]

Based on the Table 13, there is no multicollinearity in the model and the reason for that is that the value in the matrix is not higher than 0.8.

Table 13: Correlation matrix of the explanatory variables

<table>
<thead>
<tr>
<th></th>
<th>GPLE</th>
<th>TF</th>
</tr>
</thead>
<tbody>
<tr>
<td>GPLE</td>
<td>1</td>
<td>0.2886756</td>
</tr>
<tr>
<td>TF</td>
<td>0.2886756</td>
<td>1</td>
</tr>
</tbody>
</table>

Source: Common processing through „R“ software

5. Testing of the correct model specification

At the end of testing it is necessary to test if the final model is correctly specified. We applied the order `resettest()` and established the following hypotheses to perform this control:

\[ H_0: \text{model is correctly specified} \]
\[ H_1: \text{model is not correctly specified} \]

Again we compare the p-value with the value \( \alpha = 0.05 \). If the p-value is higher than \( \alpha \), then we do not reject the hypotheses that the model is correctly specified, which has been confirmed also in our case, because the p-value of our model1 is 0.1332.

The main objective of this testing through the econometric software „R“ was to determine, which of the tracked factors (number of legal entities, gross profit of legal entities, tax rate, tax reliefs, GDP and inflation) had the strongest impact on the ITLE and at the end also impact on the State Budget. By using the software, we have identified that the tax rate, GDP and inflation have the insignificant effect on the ITLE. In contrary, the tax reliefs and the amount of gross profits of legal entities represent a high impact. The final model \( \text{ITLE} = 2.622e+10 + 9.915e-02 \times \text{GPLE} + (-3.106e+00 \times \text{TF}) \), which we got, we can draw the conclusion:

- If the gross profit of legal entity grows by 1 unit, then the ITLE grows by 9.915 \times 10^{-2} units, which is logical, because the increase of profits is the source of higher ITLE and consequently also of higher incomes into the State Budget.
- If the tax reliefs grow by 1 unit, then the ITLE falls by 3,106 units. When it comes to the tax reliefs, there is a place for discussion, because on one hand the decrease of incomes is the source for the tax base decrease, but on the other hand, it is motivational and attractive element for the new foreign investors.
Forecast of the ITLE development in 2012

The econometric model „R“ allows us, except for the determination of significant and insignificant variables, also to predict the trend of the monitored value, in our case of the ITLE. We have eliminated three explanatory variables from the original model and those were inflation, GDP and tax rate. The result of the testing is the model with two variables, the tax reliefs and the gross profit of legal entities, which have a strong impact on the ITLE.

Table 14: Development of the explained variable – ITLE

<table>
<thead>
<tr>
<th>Year</th>
<th>Real values (mils Euro)</th>
<th>Balanced values (mils Euro)</th>
<th>Lower limit of interval (mils Euro)</th>
<th>Upper limit of interval (mils Euro)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1993</td>
<td>681,9</td>
<td>766,8</td>
<td>460,3</td>
<td>1073,3</td>
</tr>
<tr>
<td>1994</td>
<td>943,2</td>
<td>847,8</td>
<td>541,2</td>
<td>1154,3</td>
</tr>
<tr>
<td>1995</td>
<td>1117,5</td>
<td>1004,4</td>
<td>689,9</td>
<td>1319,0</td>
</tr>
<tr>
<td>1996</td>
<td>1113,1</td>
<td>951,1</td>
<td>639,2</td>
<td>1263,1</td>
</tr>
<tr>
<td>1997</td>
<td>783,0</td>
<td>898,3</td>
<td>590,3</td>
<td>1206,3</td>
</tr>
<tr>
<td>1998</td>
<td>819,9</td>
<td>804,9</td>
<td>499,2</td>
<td>1110,4</td>
</tr>
<tr>
<td>1999</td>
<td>750,9</td>
<td>806,2</td>
<td>500,3</td>
<td>1112,0</td>
</tr>
<tr>
<td>2000</td>
<td>834,0</td>
<td>909,8</td>
<td>607,5</td>
<td>1212,0</td>
</tr>
<tr>
<td>2001</td>
<td>670,9</td>
<td>865,2</td>
<td>560,8</td>
<td>1169,7</td>
</tr>
<tr>
<td>2002</td>
<td>926,4</td>
<td>951,8</td>
<td>537,2</td>
<td>1152,9</td>
</tr>
<tr>
<td>2003</td>
<td>966,4</td>
<td>818,4</td>
<td>476,4</td>
<td>1160,3</td>
</tr>
<tr>
<td>2004</td>
<td>984,3</td>
<td>951,8</td>
<td>624,8</td>
<td>1278,8</td>
</tr>
<tr>
<td>2005</td>
<td>1396,8</td>
<td>1634,8</td>
<td>1317,7</td>
<td>1952,0</td>
</tr>
<tr>
<td>2006</td>
<td>1569,1</td>
<td>1617,5</td>
<td>1296,6</td>
<td>1938,5</td>
</tr>
<tr>
<td>2007</td>
<td>1740,8</td>
<td>1721,8</td>
<td>1394,1</td>
<td>2049,5</td>
</tr>
<tr>
<td>2008</td>
<td>2122,1</td>
<td>1929,7</td>
<td>1584,0</td>
<td>2275,5</td>
</tr>
<tr>
<td>2009</td>
<td>2130,0</td>
<td>1941,8</td>
<td>1589,4</td>
<td>2294,2</td>
</tr>
<tr>
<td>2010</td>
<td>1257,7</td>
<td>1580,0</td>
<td>1058,0</td>
<td>1935,0</td>
</tr>
<tr>
<td>2011</td>
<td>1620,5</td>
<td>1730,0</td>
<td>1318,0</td>
<td>2056,0</td>
</tr>
<tr>
<td>2012</td>
<td>1733,0</td>
<td>1810,0</td>
<td>1371,0</td>
<td>2124,0</td>
</tr>
</tbody>
</table>

Source: Common processing through „R“ software

We have chosen year 2012 for the forecasting of the ITLE value. We compared the obtained result with the real value of the income tax of legal entities from 2012.

The econometric model has determined the forecasted interval of the expected income tax of legal entities development and also the mean value, around which the value of the tax should oscillate. For forecasting we have used the function predict() and the real data from 1993 until 2011. The output data are shown in the Table 14.

The following Figure 3 represents a graphical view of the income tax of legal entities development, based on the forecasted trend of the significant factors. The real value of the income tax of legal entities should range in the interval with the lower limit of approximately 1 371 mils EUR and the upper limit around 2 124 mils EUR.

---

8 We have assumed, based on the monitored development of used factors, that there should be an increase of the gross profits of legal entities in 2012 and therefore also the increase of the income tax of legal entities (Raisová, 2012).
The applied econometric model can be used at the theoretical level. It has been proved, by our case, which it is also applicable at the practical level – at forecasting of the income tax of legal entities. However, it is not guaranteed that the tax development will always follow the trend calculated by the econometric model, as there are other factors influencing the income tax of legal entities, which cannot be expressed in the monetary units and still have a significant impact on the value of the income tax of legal entities. It was not possible to use these factors as they do not have to have the monetary value.

**Conclusion**

The tax system was introduced at the time of the Slovak Republic establishment and the system has undergone several changes and tax reforms since. The changes were applied mainly in the area of tax rates, depreciation and reliefs. Those are the factors that affected the State Budget in a significant manner. The impact and the significance of these factors on the income tax of legal entities was tested by the created econometric model, where the statistically major impact was proved for the indicators as gross profit of legal entities and tax reliefs. The values forecasted through this model were compared to the real values and as the result was the confirmation that the values were from the interval, which was forecasted by the econometric model.
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Abstract:
This study focuses on examining the level of technical efficiency and the efficiency changes in SMEs in Thailand from 2008 to 2010 using Data Envelopment Analysis (DEA) approach. The sample consists of 1,411 SMEs with completed data are obtained from the Ministry of Commerce’s database. The results found that Thai SMEs have quite low technical efficiency score about 20-24% during 2008 to 2010. In addition, SMEs in manufacturing sector is the most efficient SMEs with the efficiency score of 63% 54.60% and 47.50 % in 2008, 2009 and 2010, respectively. Furthermore, we also found that small scale SMEs is the most efficient SMEs compare to medium and large scale SMEs. Small SMEs have the efficiency score of 54.30%, 64.80% and 59.30% in 2008, 2009 and 2010, respectively. Using Malmquist Productivity Index for investigating the efficiency changes, the study found that, from 2008 to 2010, the technical efficiency of SMEs have decreased.

However, Thai SMEs have invested more in high technology to support the business operation, consequently, the Total Factor Productivity of SMEs from 2008 to 2010 have improved. The results imply that Thai SMEs have plenty of room for improving their efficiency. These SMEs could have the same level of output by decreasing approximately 80% of the input used at the current level. The entrepreneurs and policy makers could adopt the research results for benchmarking the performance of SMEs in Thailand and improving their efficiency level.

Keywords: technical efficiency, efficiency change, Data Envelopment Analysis, SMEs.

JEL Classification: D24, M21

1. Introduction

Small and medium enterprises (SMEs) play an important role in a nation’s economy. They make substantial contributions to employment and comprise the majority of businesses in the nation (Bushong, 1995; Burns and Dewhurst, 1996; Holmes et al., 2003). The recent literature emphasizes the role SMEs play in nurturing entrepreneurship and generating new products and processes (Taymaz, 2005).

In developing countries, small-scale businesses are the most important source of new employment opportunities. Governments throughout the world attempt to promote economic progress by focusing on small-scale enterprises (Harper and Soon, 1979). National governments and international lending institutions have supported SMEs in several developing countries with credit and technical assistance for decades (Mini and Rodriguez, 2000). The rationale behind supporting SMEs is that the development of SMEs could link to achieve higher employment, income equality and a more geographically dispersed distribution of wealth. However, does achieving those goals through SME support come at a hidden price due to the possibility that SMEs are less technically efficient than larger firms? (Mini and Rodriguez, 2000). As a result, the efficiency of SMEs is central to debates about the role of small-scale industries in economic development.
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Although various SME-support programs have been adopted all around the world, the empirical evidence strongly indicates that there are substantial productivity differences between small and large enterprises independent of sector- and country-specific factors. The productivity differential narrows down by economic development but it’s does not vanish completely even in the developed countries (Snodgrass and Biggs, 1996).

An efficient SME uses inputs at optimum levels and hence, reduce the usage of unnecessary inputs to attain the level of a given output or the SME would maximize output at a given input level. Hence, revenue and profits would be maximized. Conversely, an inefficient SME will incur unnecessary cost and wastage resulting in low returns on invested capital. Generally, SMEs are poorly managed due to the lack of management skills among owners or managers. They lack awareness of the importance of adopting business best practices and quality management systems, such as financial management and customer focused activities, in order to enhance the firms’ productivity and profitability. Inefficiency is a result of using excessive inputs at a given output level or poor output at a given input level. Inefficiency increases cost of production which affects price, sales and revenue. As a result, inefficient SMEs are unable to compete effectively in the market impacting the entire small and medium enterprise (SMEs) sector performance (Radam, Abu and Abdullah, 2008).

Given the fact that SMEs are the dominant source of employment in low- and middle-income countries (Taymaz, 2005) and there exist various SME-support programs have been adopted around the world, therefore, ‘Do SMEs use their resources efficiently?’ become the important research question especially for developing country. This study focuses on this question by examining the efficiency of SMEs in developing country context, Thailand.

The nature and definitions of SMEs differ among countries, in Thailand, SMEs are classified into three major categories include: 1) production sector including agricultural processing, manufacturing and mining, 2) service sector and 3) trading sector consists of wholesale and retail. The definition of SMEs adopted in Thailand based on either the number of employees or the total values of fixed assets depend on the business sector. According to Office of Small and Medium Enterprises Promotion (2011b), the contribution to GDP by SMEs was 3,746,967 million baht in 2010 or 37.1% of the overall GDP with an annual expansion rate of 7.9%, an increase from a contraction of 2.4 in 2009. Considering employment by SMEs in 2010, the number of people employed by enterprises of all sizes totaled 13,496,173. Of this number, large enterprises employed 2,988,581 people and SMEs employed 10,507,507 people, or 77.86% of overall employment. Small enterprises employed the greatest proportion of all enterprises overall at 66.72% as well as among SMEs at 85.70% (Office of Small and Medium Enterprises Promotion, 2011a).

Although the concept of efficiency plays an important role in understanding firm dynamics and the fact that SMEs plays the important role in economic development, there are a limited number of studies focused on SMEs productivity or efficiency in Thailand. Those studies included Wiboonchutikula (2002), Meingchom (2007) and Charoenrat and Harvie (2012a; 2012b). These studies focus on particular sector namely, manufacturing sector, rather than examining SMEs from the whole sector.

The research aims to examine the level of technical efficiency of SMEs in Thailand from all sectors using DEA approach. Specifically, this study examines how efficient Thailand’s SMEs used the resources in the production of their output by measuring the technical efficiency and efficiency changes during 2008-2010 using Data Envelopment Analysis (DEA) approach.

To the author’s best knowledge, this is the first study attempt to examine the level and efficiency change of Thai SMEs from the whole sectors. By examining technical efficiency of SMEs in Thailand, this study will add the contribution regarding the efficiency measurement of SMEs. Particularly, its usefulness to benchmarking is adapted in this research to provide an analytical, quantitative tool for measuring relative efficiency among SMEs. The entrepreneurs and policy makers could adopt the research results for benchmarking the performance of SMEs in Thailand and improving their efficiency level.

The remainder of this paper is organized as follows. Section 2 presents the literature review about SMEs efficiency studies. Section 3 provides research methodology. Specifically,
Data Envelopment Analysis approach, the data and sample are discussed. The empirical results are shown in Section 4. Finally, conclusions and discussion are provided in Section 5.

2. Literature review

Some studies found that SMEs were more efficient than large firms in some industrial sectors while other studies found them were less efficient overall. These mixed evidences about how efficient SMEs are relative to larger firms are discussed in Little, Mazumdar, & Page (1989); Cortes, Berry, & Ishaq (1987); and Liedholm & Mead (1987).

There exist several studies have been examined the efficiency of SMEs using varieties of techniques in various study context. For example, Philippines (Mini and Rodriguez, 2000), Malaysia (Zahid and Mokhtar, 2007) and (Radam, Abu and Abdullah, 2008) and Iran (Gholami, Moshiri and Lee, 2004)

In Thailand, there are a limited number of studies examining the efficiency of SMEs despite the fact that SMEs has been playing a crucial role in Thai economy in terms of employment and its contribution to National Domestic Product. To the best of knowledge, these studies include Wiboonchutikula (2002), Meingchom (2007) and Charoenrat and Harvie (2012a)

This study will use DEA in measuring the level of technical efficiency of SMEs in Thailand. The DEA approach is chosen because the approach has some advantages include DEA focuses solely on productive efficiency and does not require the explicit specification of the form of the underlying production relationship. Furthermore, the method has proven to be valuable tool for strategic, policy and operational problems (Coelli et al., 2005).

3. Research methodology

This study focuses on examining technical efficiency and efficiency changes of SMEs in Thailand using DEA approach. The following sections will describe the concept of technical efficiency and DEA approach.

The concept and measurement of technical efficiency was made operational by (Farrell, 1957) who discussed in detail the factors that lead to inefficiency in production. Technical efficiency is defined as the ability of a firm to use a minimal amount of inputs to produce an optimum output. Technical efficiency only provides a measure of the efficiency of firms relative to the best-practice firms in the sample (Coelli et al., 2005).

This research uses DEA model in examining technical efficiency of SMEs in Thailand. The DEA approach is based on a mathematical model originally developed by Charnes, Cooper, & Rhodes (1978). Several different mathematical programming DEA models have been proposed in the literature (Charnes et al., 1994). According to Barr, Killgo, Siems, & Zimmel (2002), each of these models seeks to establish how the n DMUs determine the envelopment surface (the best practice efficiency frontier). The geometry of this envelopment surface depends on the specific DEA model adopted. In order to make detailed analysis of inefficient units and take corrective actions to improve their performance, both the constant returns to scale (CRS) assumption and the variable returns to scale (VRS) assumptions are allowed.

This study uses DEA-Solver-LV 1.0 Program for computing efficiency score and the efficiency change analysis. There are 2 models in DEA approach include input-oriented model and output-oriented model. The first model focuses on minimizing the input for the same level of output and the second model focuses on maximizing output given the same amount of input. This study applies input-oriented model because the cost of goods sold and operating expenses which are uses as input variables in this study are the important variables that the management team want to understand. Furthermore, the model would suggest that SMEs will minimize input in order to produce the same level of output.

Two assumptions are relevant to DEA: Constant Return to Scales (CRS) and Constant Return to Scales (VRS) assumption. CRS assumption or CCR model is named after Charnes, Cooper and Rhodes who introduced the model in 1978. The model is appropriate if the production units are operating at optimal scale, otherwise, VRS assumption is more suitable.
The VRS assumption or BCC model is named after Banker, Charnes and Cooper who introduced the model in 1984. This study applies VRS assumption because of there is imperfect competitive market in the industry and result that SMEs is not operating at the optimal scale.

DEA approach will produce the efficiency score of each SME which is Decision Making Units (DMUs). SME with efficiency score equal to 1 is the best practice enterprise, then, efficiency score are assigned to other SMEs by comparing them to the best practice enterprises.

For CCR-Input Oriented, the model is as follows.

Min \[ \sum_{i=1}^{m} \omega_i x_{ik} \] (1.1)

Subject to \[ \sum_{j=1}^{n} \mu_r y_{rk} = 1 \] (1.2)

\[ \sum_{i=1}^{m} \omega_i x_{ik} - \sum_{j=1}^{n} \mu_r y_{rk} \leq 0 \] (1.3)

when \( \mu_r, \omega_i > 0 \)

\( x_{ik} \) = The amount of input i of DMU k
\( y_{rk} \) = The amount of output r of DMU k
\( \mu_r \) = The weights of output r
\( \omega_i \) = The weights of input i
\( r = \) The number of output; \( r = 1, 2, \ldots, s \)
\( i = \) The number of input; \( i = 1, 2, \ldots, m \)
\( j = \) The number of DMU; \( j = 1, 2, \ldots, n \)

Equation 1.1 focuses on minimizing input given the same level of output of DMU whereas the equation 1.2 and 1.3 are the constraints of the model that limit the maximum of efficiency score is not greater than 1 and the weights of input and output for all DMUs are greater than 0.

In addition, the model could be written as multiplier model of linear programming with Constant Return to Scale assumption using dual problem as following:

Min \[ \theta_k \] \( \theta_k \) = Technical efficiency score of DMU k

Subject to \[ -\sum_{i=1}^{m} x_{ik} \lambda_j + \theta_k x_{ik} \geq 0 \]

\[ \sum_{r=1}^{s} y_{rk} \lambda_j \geq y_{rk} \]

\( \lambda_j \geq 0 \) (2)

when:
\( \theta_k \) = Technical efficiency score of DMU k
\( x_{ik} \) = The amount of input i of DMU k
\( y_{rk} \) = The amount of output r of DMU k
\( \lambda_j \) = The weights of efficiency of DMU j

Banker, Charnes and Cooper (1984) have been modified CCR model by adding the constraint \( \sum \lambda_j = 1 \) which is Convexity Condition in equation (2) to allow variable the return to scale for DMUs. The model is called VRS or BCC Model, the details as follows:
\[
\text{Min } \theta_k \\
\text{Subject to } -\sum_{i=1}^{m} x_{ij} \lambda_j + \theta_k x_{ik} \geq 0 \\
\sum_{j=1}^{n} y_{ij} \lambda_j \geq y_{rk} \\
\sum_{j=1}^{n} \lambda_j = 1 \\
\lambda_j \geq 0
\] 

(3)

4. Data and sample

This study employs sales as output variable and we use cost of goods sold, total assets and operating expenses as input variables. SMEs data are obtained from Ministry of Commerce’s database. The financial statements of SMEs from 2008 to 2010 are downloaded from the database. The SMEs which completed data are included in the analysis. After cleaning the data, we got 1,411 SMEs from various business types. The most of SMEs sample is in wholesale, retail trade and repair of motor vehicles at 54% or approximately 760 SMEs from 1,411 of SMEs sample. Follow by SMEs in manufacturing with the proportion about 19% and SMEs in fishing is the least proportion at only 0.21%. This study further classifies SMEs used in the study by sector. We found that approximately 54% of the SMEs sample is in the trade and maintenance sector. SMEs in manufacturing sector and service sector are about 25% and 21%, respectively.

The descriptive statistics of input and output used in the study classified by sector are presented in Table 1.

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Manufacturing</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales</td>
<td>71,580,667.22</td>
<td>113,959,007.81</td>
<td>180,869.76</td>
<td>774,665,547.64</td>
</tr>
<tr>
<td>COGS</td>
<td>64,186,832.97</td>
<td>106,879,564.26</td>
<td>149,692.00</td>
<td>765,260,276.89</td>
</tr>
<tr>
<td>TA</td>
<td>43,995,355.08</td>
<td>51,737,282.25</td>
<td>67,709.73</td>
<td>286,671,271.21</td>
</tr>
<tr>
<td>OpEx</td>
<td>6,682,410.74</td>
<td>9,518,114.56</td>
<td>5,982.25</td>
<td>70,062,637.00</td>
</tr>
<tr>
<td><strong>Trade and maintenance</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales</td>
<td>67,687,237.49</td>
<td>114,454,035.15</td>
<td>127,500.00</td>
<td>932,460,586.86</td>
</tr>
<tr>
<td>COGS</td>
<td>62,867,750.46</td>
<td>109,337,212.71</td>
<td>40,286.07</td>
<td>845,193,921.50</td>
</tr>
<tr>
<td>TA</td>
<td>22,964,366.22</td>
<td>33,321,259.27</td>
<td>8,188.36</td>
<td>237,707,743.29</td>
</tr>
<tr>
<td>OpEx</td>
<td>5,263,407.30</td>
<td>9,667,320.16</td>
<td>4,000.00</td>
<td>88,237,689.90</td>
</tr>
<tr>
<td><strong>Service</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sales</td>
<td>26,536,387.78</td>
<td>42,900,559.58</td>
<td>34,838.87</td>
<td>281,626,223.64</td>
</tr>
<tr>
<td>COGS</td>
<td>17,598,503.77</td>
<td>30,416,565.38</td>
<td>22,464.00</td>
<td>210,864,803.97</td>
</tr>
<tr>
<td>TA</td>
<td>47,366,335.07</td>
<td>81,367,701.37</td>
<td>26,467.89</td>
<td>1,029,437,333.03</td>
</tr>
<tr>
<td>OpEx</td>
<td>5,685,378.99</td>
<td>10,113,407.25</td>
<td>25,932.70</td>
<td>80,107,213.66</td>
</tr>
</tbody>
</table>
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Table 1 shows the descriptive statistics of the data. Sample mean, standard deviations, minimum and maximum are presented. We found that, in 2008-2009, manufacturing sector had the highest sales volume about 72-73 million baht which is higher than trade and maintenance and service sector. In 2010, trade and maintenance sector had the highest sales about 77 million baht which is higher than sales in manufacturing and service sector. Focusing on service sector, the volume of sales in the sector is lowest compare to other sectors. The sales figure is approximately 24-27 billion baht in 2008-2010.

Considering cost of goods sold (COGS) variable, we also found the same pattern as sales variable. Specifically, in 2008 and 2009, COGS of manufacturing sector is about 64 million baht which is higher than trade and maintenance and service sector. In 2010, trade and maintenance sector had highest COGS at 71 billion baht. Furthermore, we found that service sector had lowest COGS about 16-18 million baht compare to other sectors.

For assets item, the results show that, in 2008, the service sector had the highest assets approximately 50 million baht whereas, in 2009-2010, manufacturing sector had the highest assets of 35-37 million baht.

In addition, manufacturing sector had the highest operating expenses in 2008-2010. Specifically, in 2008 and 2010, the operating expenses were about 7 million baht while in 2010 the expenses were around 13 million baht.

5. Empirical results

The data envelopment analysis is used to examine the level of relative efficiency of SMEs in Thailand and to measure the efficiency changes of SMEs in Thailand during 2008-2010. The empirical results are demonstrated in Table 2 and 3, respectively.
According to Table 2, the empirical results show that Thai SMEs had quite low technical efficiency level in 2008-2010. The average technical efficiency score is approximately 20 percent which means Thai SMEs has plenty of room for improving their technical efficiency. In other words, an average Thai SMEs could have used 80 percent fewer input (which is measured by COGS, total assets and operating expenses) to produce the same amount of output (which is measured by sales).

In 2008-2010, SMEs had the low technical efficiency score which is only about 20 percent 24 percent and 22 percent, respectively. The results imply that there is the chance for

<table>
<thead>
<tr>
<th>Categories</th>
<th>n</th>
<th>Technical Efficiency (VRS)</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>2008</td>
<td>2009</td>
</tr>
<tr>
<td>Overall</td>
<td>1,411</td>
<td>20.10</td>
<td>23.90</td>
</tr>
<tr>
<td>Business Type</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>16</td>
<td>88.90</td>
<td>91.30</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>100.00</td>
<td>100.00</td>
</tr>
<tr>
<td>C</td>
<td>15</td>
<td>84.60</td>
<td>91.50</td>
</tr>
<tr>
<td>D</td>
<td>264</td>
<td>67.00</td>
<td>58.40</td>
</tr>
<tr>
<td>E</td>
<td>10</td>
<td>94.00</td>
<td>94.00</td>
</tr>
<tr>
<td>F</td>
<td>47</td>
<td>83.80</td>
<td>65.40</td>
</tr>
<tr>
<td>G</td>
<td>760</td>
<td>31.30</td>
<td>33.00</td>
</tr>
<tr>
<td>H</td>
<td>124</td>
<td>57.20</td>
<td>41.50</td>
</tr>
<tr>
<td>I</td>
<td>17</td>
<td>89.50</td>
<td>86.10</td>
</tr>
<tr>
<td>J</td>
<td>7</td>
<td>79.90</td>
<td>92.00</td>
</tr>
<tr>
<td>K</td>
<td>88</td>
<td>37.80</td>
<td>58.50</td>
</tr>
<tr>
<td>M</td>
<td>11</td>
<td>89.50</td>
<td>87.90</td>
</tr>
<tr>
<td>N</td>
<td>16</td>
<td>81.20</td>
<td>81.90</td>
</tr>
<tr>
<td>O</td>
<td>33</td>
<td>75.00</td>
<td>87.40</td>
</tr>
<tr>
<td>Business Sector</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Manufacturing</td>
<td>354</td>
<td>63.00</td>
<td>54.60</td>
</tr>
<tr>
<td>Trade and maintenance</td>
<td>760</td>
<td>31.30</td>
<td>33.00</td>
</tr>
<tr>
<td>Service</td>
<td>297</td>
<td>26.90</td>
<td>36.90</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>West</td>
<td>139</td>
<td>49.60</td>
<td>47.70</td>
</tr>
<tr>
<td>East</td>
<td>186</td>
<td>58.90</td>
<td>50.50</td>
</tr>
<tr>
<td>South</td>
<td>321</td>
<td>41.90</td>
<td>40.20</td>
</tr>
<tr>
<td>North</td>
<td>197</td>
<td>25.70</td>
<td>51.80</td>
</tr>
<tr>
<td>North eastern</td>
<td>214</td>
<td>26.40</td>
<td>35.70</td>
</tr>
<tr>
<td>Central</td>
<td>354</td>
<td>43.90</td>
<td>54.20</td>
</tr>
<tr>
<td>Size</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S</td>
<td>85</td>
<td>54.30</td>
<td>64.80</td>
</tr>
<tr>
<td>M</td>
<td>299</td>
<td>39.70</td>
<td>39.30</td>
</tr>
<tr>
<td>L</td>
<td>1027</td>
<td>18.80</td>
<td>29.60</td>
</tr>
</tbody>
</table>

Source: Author’s calculation.
Thai inefficiency SMEs for improving the efficiency to the same level of the frontier SMEs by reducing input level at about 76-80 percent.

Comparing technical efficiency score by business type, we found that in 2008-2010, SMEs in Fishing business had full efficiency with the technical efficiency score equal to 1. The results imply that these SMEs operate at most productive scale size. Furthermore, we found that, in 2008-2009, the technical efficiency score of SMEs in electricity, gas and water supply rank in the second place with the score about 96.7 percent in both years.

Focusing on business sector, the empirical results point that the manufacturing sector is the most efficiency SMEs with the highest efficiency score 63%, 54.6% and 47.5% from 2008 to 2010, respectively.

In addition, we found that SMEs in different regions had different efficiency score. In 2008 and 2010, SMEs in east region had the highest technical efficiency score with 60% while SMEs in central region is the highest efficient SMEs in 2009. The efficiency score of central SMEs is approximately 54.2% in 2009. The second rank is SMEs in east region which had the score about 50.5%. The reasons for SMEs in east region is relatively high efficient organization could be the excellent location that provide the convenience of shipping.

This research further classify SMEs by size include small (S) medium (M) and large (L) scale follow the S M L definition of Department of Business Development, Ministry of Commerce. The detail of the definition is shown as follows. The SME is classified as small scale if total assets of the SME is less than or equal to 1 million baht. If the total assets is greater than 1 million baht but less than or equal to 5 million baht then that SME is classified as medium scale. Finally, if SME’s total asset is greater than 5 million baht then it is classified as large scale.

Consequently, we apply DEA to SMEs data classified by SML scales. The results show that small SMEs had the highest technical efficiency score compare to medium and large SMEs. Specifically, in 2008-2010, the efficiency scores of small SMEs are 54-65 percent while medium and large SMEs had lower scores, respectively. The possible explanation for this finding could be small SMEs tend to have flexible organization structure compare to medium and large SMEs, therefore, the small SMEs could have quick and efficient coordination within the organization.

The second objective of this research is to measure the efficiency changes of SMEs during 2008-2010. The empirical results are demonstrated in Table 3.

Table 3: Efficiency Change of SMEs from 2008-2010

<table>
<thead>
<tr>
<th>Categories</th>
<th>N</th>
<th>Technical efficiency change</th>
<th>Technological change</th>
<th>Total factor productivity (TFP) change</th>
<th>Note</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall</td>
<td>1,411</td>
<td>0.845</td>
<td>1.658</td>
<td>1.401</td>
<td></td>
</tr>
<tr>
<td>Business Type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>16</td>
<td>1.002</td>
<td>1.071</td>
<td>1.073</td>
<td>Agriculture, hunting, forestry</td>
</tr>
<tr>
<td>B</td>
<td>3</td>
<td>0.993</td>
<td>0.984</td>
<td>0.977</td>
<td>Fishing</td>
</tr>
<tr>
<td>C</td>
<td>15</td>
<td>1.116</td>
<td>0.873</td>
<td>0.974</td>
<td>Mining and quarrying</td>
</tr>
<tr>
<td>D</td>
<td>264</td>
<td>0.728</td>
<td>1.450</td>
<td>1.056</td>
<td>Manufacturing</td>
</tr>
<tr>
<td>E</td>
<td>10</td>
<td>0.995</td>
<td>0.907</td>
<td>0.902</td>
<td>Electricity, gas, and water supply</td>
</tr>
<tr>
<td>F</td>
<td>47</td>
<td>0.680</td>
<td>0.617</td>
<td>0.420</td>
<td>Construction</td>
</tr>
<tr>
<td>G</td>
<td>760</td>
<td>1.025</td>
<td>1.346</td>
<td>1.380</td>
<td>Wholesale, retail trade, repair of motor vehicles</td>
</tr>
<tr>
<td>H</td>
<td>124</td>
<td>0.619</td>
<td>1.553</td>
<td>0.961</td>
<td>Hotels and restaurants</td>
</tr>
<tr>
<td>I</td>
<td>17</td>
<td>1.225</td>
<td>0.884</td>
<td>1.083</td>
<td>Transport and storage</td>
</tr>
<tr>
<td>J</td>
<td>7</td>
<td>0.920</td>
<td>7.588</td>
<td>6.981</td>
<td>Financial intermediation</td>
</tr>
<tr>
<td>K</td>
<td>88</td>
<td>2.251</td>
<td>2.431</td>
<td>5.472</td>
<td>Real estate activities</td>
</tr>
<tr>
<td>M</td>
<td>11</td>
<td>0.931</td>
<td>1.115</td>
<td>1.038</td>
<td>Education</td>
</tr>
</tbody>
</table>
The efficiency changes are reported in Table 3 using Malmquist Productivity Index. The table shows efficiency changes in 3 categories include 1) Technical efficiency change 2) Technological change and 3) Total Factor Productivity (TFP) change. If the figure of changes is greater than 1 then the changes have been in the better way otherwise the SMEs have not changes in the better way. If the figure equal to 1 that means there is no changes in efficiency.

As shown in the table, SMEs in overall have lower technical efficient level while those have higher technological change and TFP change level in 2010 compare to 2008. The results imply that although Thai SMEs have lower technical efficient level but the SMEs had the better technology adaptation in operating the business which is lead to better overall TFP changes.

Considering the efficiency changes of SMEs by business type, we found that SMEs in financial intermediation business have the highest score of technological and TFP changes. The possible reason could be SMEs in this business type for example the securities broker often seek to use the high technology in business transaction for providing the customer’s convenience and for competing in the financial services business which need real time transactions. However, the SMEs in this business type had lower technical efficiency level.

In addition, the results point that the efficiency changes of SMEs in various business sectors are different. We found that SMEs in manufacturing sector have the highest technological changes and TFP changes level. This finding implies that SMEs in manufacturing have used the modern technology equipment for supporting the production. However, these SMEs had lower technical efficiency level while the technical efficiency changes of SMEs in trade and maintenance and service sector are greater than 1.

Classifying SMEs by region, we found that SMEs in all regions except SMEs in west and central regions had better technical efficiency changes level. Specifically, SMEs in north region had the highest technical efficiency changes. Furthermore, SMEs in central region had the highest technical efficiency changes and TFP changes level. The second rank is SMEs in east region. In conclusion, the results are consistent with Table 2.
Furthermore, the empirical results reveal that SMEs in different scale include small, medium and large scale all have the better technical efficiency changes and technological changes. These results lead SMEs to have a better TFP changes.

Discussion and conclusions

This study aims to investigate the technical efficiency level and the efficiency changes of Thai SMEs using Data Envelopment Analysis (DEA) approach. The sample consists of 1,411 SMEs from various sectors: manufacturing, trade and maintenance and service sector. The data from financial statements of SMEs during 2008-2010 are obtained from Ministry of Commerce database. The output measured by sales while input variables include COGS, total assets and operating expenses.

By applying DEA input oriented model, we conclude that Thai SMEs had low technical efficiency score at only 20-24 percent during 2008-2010. The empirical results reveal that Thai SMEs could reduce the resources usages which are Cost of Goods Sold, total assets and operating expenses at about 80 percent in order to produce at the same level of output. In addition, by using Malmquist Productivity Index, we found that during 2008-2010, Thai SMEs had lower technical efficiency changes level. However, these SMEs had higher technological changes level, therefore, the TFP changes level had improved.

This study uses quantitative data only in investigating the efficiency level and changes. Further study which considering qualitative data would make significant improvement. For example, the study that makes SMEs site visit and conduct dept-interviews in order to gathering qualitative data e.g. management’s ability, organization’s culture, employee’s attitude etc. would add value to the study. Then, ones could explore the relationship between those qualitative data with the efficiency score. The study that combines both quantitative and qualitative data in explore the efficiency level of SMEs would make substantial contributions.
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Abstract:
The objective of sustainable increase in company value involves as a major component the financial management of account receivables, as it represents the main interface of the company with the most important part of the stakeholders' community. In this context, the account receivables have to be treated as a continuous short term investment the company makes in order to secure a stable and growing portfolio of customers.

In our article we are trying to set the commercial credit using an analytical framework that deals with quantity, prices, discounts, instead of using overall measures, such as sales turnover and profit. This approach allows the financial and sales managers to have a more efficient intervention upon the variables of the commercial credit policy, both in the ex-ante, setting phase of the commercial credit, as well as in the ex-post phase of analysis and correction of the results. Also, we have tried to connect the commercial credit policy with the need for a more efficient use of the existing production capacity, given the obvious cost and price advantages that a company gets when it increases the quantity of products sold.

Our paperwork is a theoretical approach that follows to offer a model for configuring the commercial credit policy by the mean of a qualitative approach that uses indexes, weights and the correlation between the evolution of quantity and the evolution of prices.

Keywords: financial management of account receivables; commercial credit policy; short term investment; variable cost margin; discount period; marginal profit.

JEL Classification: G31; G32

1. Introduction

Attaining the company’s primary objective of increasing its value implies a harmonization between the interests of the company and the interests of the other stakeholders, with a special focus on its clients.

The main vectors of achieving the objective of increasing the company value are the investments. The company has to invest in its employees, in new products and technologies, in tangible and intangible assets, in its image, in the local community in order to create the necessary capacities, abilities and development framework necessary for a long-term and sustainable increase of its sales and profits. Also, essential components of these investments are its clients. Even if the account receivables are short-term investments, the company has to plan and implement a well-defined strategy of customer-oriented actions. Part of this strategy involves granting constant commercial credit to its customers, which is actually a short-term but repeated financial investment.

Two important American authors (Brigham and Houston, 2009) maintain that credit policy is important because it has a significant influence on sales, determines the investment of the company in clients and it affects the losses from bad debt. Quite often, the companies are looking to correlate their commercial credit policy with the necessity of a better use of the existing production and selling capacity. This implies that they employ the commercial credit as a mean to increase the efficiency of past production and distribution investments.

In our approach we intend to present the setting of the commercial credit using an analytical context, which involves defining variables such as the quantity of products sold on discount, the quantity of products sold on credit, the discount price and the full invoice price. This action will allow the financial and sales departments of the company to employ more precise means in the ex-ante
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setting phase of the commercial credit, as well as an improved set of tools of ex-post adjusting the parameters of the credit policy.

2. The correlation between the commercial credit policy and the need to maximize the efficiency of existing production capacity

In an effort to increase the quantity of products sold and to maximize the efficiency of existing productive assets, companies often grant discounts from their selling prices. The purpose for this action is the reduction of the fixed cost component of the unit cost (and implicitly of the full unit cost) through the increase in the quantities sold which in turn allows for price discounts to encourage the increase in sales. The topic was addressed by various authors (Friedlob and Schleifer, 2003; Ross, Westerfield and Jaffe, 2006), however without connecting it with the commercial credit policy.

In what follows we are trying to show a way in which we can integrate the commercial credit policy with the action of maximizing the efficiency of existing production capacity.

As a result of the increased quantities \( q_1 > q_0 \) we get a lower fixed unit cost component \( fc_1 \), compared to the existing level \( fc_0 \):

\[
fc_1 = \frac{FC_1}{q_1} < \frac{FC_0}{q_0}
\]

where:

\( FC_1 \) – the level of total fixed costs following granting the discounts, also equal with the previous level of the total fixed costs \( FC_0 \).

As a result of the decrease of the unit costs the company will be able to grant a discount in its selling prices, needed for the increase in sales.

If in the relation no. 1 we divide both terms by unit fixed costs from the previous period \( fc_0 \) we get:

\[
\frac{fc_1}{fc_0} = \frac{\frac{FC_1}{q_1}}{\frac{FC_0}{q_0}}
\]

or

\[
\text{Index of unit fixed costs} = \frac{\text{Index of total fixed costs}}{\text{Index of quantities sold}} = \frac{1}{lq}
\]

As we are operating inside the existing production capacity, the total fixed costs will remain the same, respectively they will have an index equal to 1.

For example, if we register an increase by 10% of the quantities sold the index of the unit fixed costs will be of 0.9090, respectively they will decrease by 9.1%.

The influence upon the complete unit costs will be intermediated by the variable unit costs \( v \):

\[
c_1 = fc_1 + v_1
\]

If we divide by previous complete unit costs \( c_0 \) we will get:

\[
\frac{c_1}{c_0} = \frac{fc_1}{c_0} + \frac{v_1}{c_0}
\]

In the right term we will further divide both the numerator and the denominator with the previous unit fixed costs \( fc_0 \), respectively by previous variable unit costs \( v_0 \) we get:

\[
\text{Index of complete unit cost} = \frac{\frac{fc_1}{c_0}}{\frac{fc_0}{c_0}} + \frac{\frac{v_1}{c_0}}{\frac{v_0}{c_0}} = I_{fc} \cdot w_{c_0} + I_v \cdot w_{v_0}
\]

where:

\( I_{fc} \) – the index of unit fixed cost;

\( I_v \) – the index of unit variable cost;
\( w_f = \) the weight of unit fixed costs into complete unit costs previous to the action;
\( w_v \) = the weight of unit variable costs into complete unit costs previous to the action.

Having in mind that the index of unit fixed costs depends upon the index of quantities (Eq. 2) and that usually the unit variable cost does not change in the short term (they have an index equal to one) we get:

\[
I_c = \frac{w_f}{I_q} + w_v
\]  

(3)

The Equation 3 tells us that in the aftermath of granting the discount, the complete unit costs can decrease according to the increase of the quantities sold and depending upon the previous weight of the unit fixed and variable costs into the complete unit costs.

For example, if previously to modifying the commercial credit policy the company registered a weight of 30% fixed unit costs and 70% variable unit costs and the result of its action is an increase by 15% of the units sold, then the index of complete unit costs of the company should be \( 0.3/1.15 + 0.7 \), or 0.9608. This means that the result of this action should be a reduction of the complete unit costs of approximately 4%.

If the previous complete unit cost was 25 lei, then the action should determine a decrease to 24 lei of the complete unit cost, allowing the company to grant a price discount of maximum 1 leu. If the previous selling price was 32 lei, then the company can grant a discount of maximum 3% from the original price in order to promote its actions of increasing the efficiency of the productive assets.

Normally, this action should represent an integrant part of the commercial credit policy, which is intended to promote the sustainable increase of the company profits through the efficient use of the productive assets of the company and by keeping harmonious relations with the company clients.

The index of sales can be expressed as a product between the index of quantities and the index of prices:

\[
\text{Index of sales} = \text{Index of quantities} \times \text{Index of prices}
\]

The idea of granting the discounts in order to increase the sales assumes that the forecasted increase in quantities sold will more than compensate the decrease in prices, or \( I_q \times I_p > 1 \), where the index of prices (Ip) can be determined as follow:

\[
I_p = \frac{\sum_{i=1}^{n} q_i p_i}{\sum_{i=1}^{n} q_i p_{i0}}
\]

The situation can be expressed as in Figure 1 below:

**Figure 1.** The correlation between quantity and prices under existing production and sales capacity

For example, a company can offer a 4% discount (a price reduced from 50 lei to 48 lei) as part of its commercial credit policy, in view of getting a 10% increase in sales. The managers rely on the
combined effect produced by the increase in the quantities sold and the decrease in prices in order to obtain the anticipated growth of sales. If after the discount the quantities sold increase by 15%, from 10,000 units to 11,500 units, they will hereby compensate the 4% discount and will generate a 10.4% increase in sales turnover (from 500,000 lei to 552,000 lei). In its turn, the evolution of the profit will be influenced by the 15% increase in quantities sold upon the unit fixed cost component.

Should a company finds itself in a situation similar to the one described in Figure 1, the increase in the quantities sold toward the maximum production capacity will determine a significant decrease in the complete unit cost (by the mean of the unit fixed cost component) which allows for the preservation or even increase of the profit margin existing from previous granting the discount.

The profit margin can even decrease, however the total operating profit will increase since the higher than one index of quantities sold will more than compensate the lower margin.

The relations could be formally expressed as follows:

- The evolution of sales turnover as a result of the discounts granted (the company wants to increase its sales turnover):
  \[ I_{ST} = I_q \cdot I_p > 1 \]

- The relationship is governed by the rule of the complement to one, respectively a 5% decrease of the selling price (a discount granted in view of increasing the quantities sold) can be compensated only by a 5.26% increase in the quantities sold (if available).

- The evolution of operational profit as a result of the operation:

  \[ \text{Index of profit} = \text{Index of quantity} \cdot \text{Index of profit margin} > 1 \]

- The profit margin is given by the difference between the price and the unit variable cost:
  \[ \text{profit margin} = \text{price} - \text{unit variable cost} \]

We are using the unit variable cost instead of complete unit cost, as when we operate inside the existing production capacity the overall fixed cost remain the same.

From the perspective of reaching the company’s primary objective, the accounts receivable have to be considered as short-term investments, an important component of the overall investment strategy. The companies invest in their clients in order to get higher sales revenues and therefore bigger profits. But nevertheless the increase of the profit does not have to be recorded in the first trimester, semester or even in the first year. It is preferable to register a steady increase of the profits (over several years), even if the rate of increase it is not spectacular. Authors, such as Brealey and Myers (2001), Stancu (2003) and Palepu and Healy (2006), consider that we can integrate the account receivable investment into a NPV analysis, carried over several years. We have to mention that the activity of commercial credit can contribute to the increase of company profits from two sources:

- It can lead to the increase of the operating profit, because the commercial credit entails the increase of sales turnover, which leads to higher profits, if the company succeeds to maintain the variable costs margin;
- It can lead to the increase of a financial component of the operating profit of the creditor company, should the increased selling price will more than compensate the supplementary financing costs induced by instating the commercial credit.

Starting from the works of Helfert (2001), Stancu (2002), Fabozzi and Peterson (2003), Ehrhardt and Brigham (2006), Brealey and Myers (2003), Brigham and Houston (2009) we are intending to present a methodological analytical approach to the setting phase of the commercial credit, which is meant to ensure the profitability, liquidity and sustainability of the credit, as an essential component of the operating activity.

3. Setting of the commercial credit in the analytical framework

The commercial credit policy is defined by elements such as the **discount period** (in which the clients pay on spot or after several days motivated by a discount granted against the full invoice price), the **credit period** (for the clients that opt to buy on credit and pay the full invoice price), the **settlement date**, the **variable costs margin**, the **annual profitability** of the commercial credit, the **cost of the**
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*discount* granted, the *cost of the capital invested* in clients and the *marginal profit* obtained as a result of granting/modifying the commercial credit. To present our analytical approach we shall also employ the *quantity purchased in the discount period* with the discount price as well as the *quantity purchased in the credit period* with the full invoice price.

An analytical approach in what concerns setting the commercial credit policy was presented by Ross, Westerfield and Jordan (2005). They stated that the NPV of modifying the terms of the credit policy is given by:

\[
NPV = -[q_0p + (q_1 - q_0)v] + \left[\frac{(q_1 - q_0)(p - v)}{r}\right]
\]

where:
- \( q \) – the quantity of product sold under previous conditions (index 0), respectively under the new credit terms (index 1);
- \( p \) – the price of products sold;
- \( v \) – the variable unit cost;
- \( r \) – the monthly required return.

However, the fore-mentioned authors did not go further with the analysis in order to differentiate between the quantities sold on discount and the quantities sold on credit, as well as between the discount price and the full invoice price.

### 4. The gross profit from extending the commercial credit

In order to have a proper setting of the commercial credit, which will ensure both the profitability and liquidity targets as well as its acceptance by the clients, the company instating/modifying the commercial credit has to determine several financial components, such as: the gross profit, the supplementary costs emerged from the credit and finally the marginal profit, as compared to the previous state, when the company sold only against cash (Stancu, 2002; Fabozzi and Peterson, 2003, Brigham and Houston, 2009).

As we mentioned previously, the main objective of extending the commercial credit is represented by the increase of the profit due to higher sales (Stancu, 2002, Fabozzi and Peterson, 2003). This objective does not always concern the short term, as sometimes it can take several months or even one year until bigger sales lead to increased profits for the company extending the commercial credit.

The profit the company obtains from granting the commercial credit \( (Pr_1) \) can be expressed (Ross, Westerfield and Jordan 2009) according to the sales turnover \( (ST_1) \) and the variable costs margin \( (vm_1) \):

\[
Pr_1 = ST_1 \times vm_1
\]

Since the company sales are generated both from discounted sales (which use the discounted price, \( p_0 \)) and from credit sales (which use a higher price, \( p_1 \)), we can determine the sales turnover as follows:

\[
ST_1 = q_{1d}p_0 + q_{1cr}p_1
\]

where:
- \( q_{1d} \) – The quantity of products sold in the discount period;
- \( p_0 \) – The discount price, the same as the price charged previously when the company sold only against cash;
- \( q_{1cr} \) – The quantity of products sold in the commercial credit system;
- \( p_1 \) – The full invoice price charged to the clients that buy on credit.

The full invoice price, \( p_1 \), is given by:

\[
p_1 = p_0(1 + rdp)
\]

where:
- \( rdp \) – the rate of discount for one period of credit;
If we are considering a specific situation in which 25% of the quantities \((\frac{1}{4})\) are bought by the clients in the discount period and the rest of 75% \((\frac{3}{4})\) are bought through commercial credit \((q_1 = q_{1d} + q_{1cr})\) the sales can be expressed as follows:

\[
ST_1 = \frac{q_1}{4} p_0 + 3\frac{q_1}{4} p_0 (1 + rdp) = \frac{q_1}{4} p_0 (4 + 3rdp)
\]

In its turn rate of return from one credit period \((rdp)\) is determined as follows:

- If we replace the \(rdp\) formula into the previous expression we get:

\[
ST_1 = \frac{q_1}{4} p_0 \left( 4 + 3 \frac{\text{discount}}{1-\text{discount}} \right) = \frac{q_1}{4} p_0 \frac{4-\text{discount}}{1-\text{discount}} = q_1 p_0 \frac{4-\text{discount}}{4(1-\text{discount})};
\]

- We also can express the sales according to the new full invoice price \((p_1)\):

\[
ST_1 = \frac{q_1}{4} \left( 4 + \frac{3}{1+rdp} \frac{\text{discount}}{1-\text{discount}} \right) = \frac{q_1}{4} \frac{p_1}{4} \frac{4-\text{discount}}{1-\text{discount}} \frac{4-\text{discount}}{4} = q_1 p_1 \frac{4-\text{discount}}{4};
\]

- The variable costs margin \((vm_1)\) can be calculated as follows:

\[
vm_1 = \left( \frac{\text{Price} - \text{Variable cost per unit}}{\text{Price}} \right) = \frac{\bar{p}_1 - v_1}{p_1};
\]

where:

- \(\bar{p}_1\) – the average price charged by the company after instating the commercial credit;
- \(v_1\) – the unit variable cost after instating the credit, usually equal to the previous unit variable cost, \(v_0\)

- The average price can be determined as follows:

\[
\bar{p}_1 = p_0 \frac{q_{1d}}{q_1} + p_1 \frac{q_{1cr}}{q_1};
\]

After all this calculus, the gross profit from instating the commercial credit can be expressed:

\[
GP_1 = ST_1 \times Mcv_1 = q_1 \times \bar{p}_1 \times \frac{\bar{p}_1 - v_1}{p_1} = q_1 (\bar{p}_1 - v_1);
\]

where:

- \(q_1\) – the quantity of products sold as a result of instating the commercial credit. Normally, the quantities sold increase after extending the credit, compared to the quantities sold initially \((q_0)\), or \(q_1 > q_0\);
- \(\bar{p}_1\) – the average price practiced after granting the credit. Under normal conditions (in which the company does not want to diminish its operating profit as a result of granting the discount and of covering the financing costs for the credit period) this price will be higher than the previous price, that is \(\bar{p}_1 > p_0\);
- \(v_1\) – the variable unit cost, after granting the credit and made up usually of material costs and direct salaries. It is likely that this cost will not differ significantly from the variable unit cost registered initially \((v_0)\), as these costs does not usually modify with the evolution of quantities sold.

We can notice that the profit obtained as a result of granting the commercial credit depends upon the quantities sold, the new full invoice price and the variable unit costs. The profit obtained in the initial conditions when the company sold its products only against cash, can also be expressed as a product between the sales turnover and the variable cost margin:
In the first analysis, the profit obtained as a result of instating the commercial credit is significantly higher compared to the previous profit, as both the quantities sold and the variable cost margin are higher \((q_1 > q_0\) and \(vm_1 > vm_0\)) compared to the values registered before.

Nevertheless there are other elements that appear as a result of extending the commercial credit, such as the cost of granting the discount, the administration costs, and the cost of low quality receivables. All these are significantly reducing the marginal profit obtained after granting the credit compared to the profit obtained previously when the company sold only against cash.

5. The supplementary costs due to granting the commercial credit

The commercial credit carries on not only extra gains for the company but also some supplementary costs.

Firstly, once the commercial credit is extended, the company has to employ extra personnel in order to keep the evidence of each selling act and of each client, no matter if he buys in the cash and carry arrangement or via the commercial credit. Beside the supplementary costs with the personnel, there are supplementary material costs, rent, communication costs, depreciation and amortization. All these costs create the administration costs of the commercial credit.

Secondly, we have the cost of the discount granted. This is not a cost per se, but rather an unrealized profit, as the company does not earn the \(rdp\) upon the clients that buy against cash, granting them a discount against the full invoice price, paid by the clients that buy on credit.

The cost of the discount granted \((Cd)\) is determined as follows (Fabozzi, Peterson, 2003):

\[
Cd = ST_1 \times \text{Share of clients buying on cash} \times \text{Value of the discount};
\]

We can also express the cost of discount analytically (according to quantities and prices):

\[
Cd = q_{1d}p_1 \times \text{Discount} = q_{1d}p_0 \left(1 + \frac{Discount}{1 - Discount}\right) Discount = q_{1d}p_0 \frac{Discount}{1 - Discount};
\]

Thirdly, another supplementary cost is the cost of the capital invested (immobilized) in the account receivables. For the period between the end of the discount period and the final settlement day, the company remains without funding to continue its activity, as it delivers goods in which it invested money based only on the promise to pay. For that period of waiting the company has to pay its employees, suppliers, taxes as well as the interests toward the banks that finance the lack of funding as a result of the credit sales.

The cost of the capital invested \((Cki)\) can be determined as such:

\[
Cki = \frac{ST_1 \times \text{Share of clients that buy on credit}}{\text{Number of credit periods}} \times Vcr \times Roc,
\]

where:
- The number of credit periods is determined dividing 365 by the length of the credit period;
- \(Vcr\) stands for the variable cost rate and it expresses the share of one Leu of sales represented by the money invested by the company in order to get that Leu of sales;
- \(Roc\) is the rate of opportunity cost, respectively the level at which the company could otherwise employ the money it invests in the commercial credit granted to its customers. As opportunity cost rate we can use several measures, such as the RONA or ROA profitability rates.

Using the analytical approach we can express the cost of capital invested:
The product between the variable cost rate and the average sales from one credit cycle gives us the company investment in one credit sales cycle:

\[ C_{ki} = \frac{q_{1cr}P_1}{\text{Number of credit periods}} \times \frac{v_2}{p_1} \times R_{oc} = \frac{q_{1cr}P_1}{\text{Number of credit periods}} \times R_{oc}, \]

The product between the variable cost rate and the average sales from one credit cycle gives us the company investment in one credit sales cycle:

The Investment for one cycle = \( \frac{q_{1cr}p_1}{\text{Number of credit periods}} \)

Finally, if we multiply the investment with the rate of the opportunity cost we get the cost of capital invested in clients. Depending on the quality of the newly attracted clients as a result of instating the commercial credit we can register another category of costs, the cost of the low quality account receivables. This arises from the costs due to slow recovery of the receipts or from the losses coming from the defaulting customers. The cost of the low quality receivables can be expressed as a share from the supplementary sales brought on by the commercial credit or from total sales obtained after instating the commercial credit.

6. The marginal profit resulted from the setting of the commercial credit

The efficiency of extending the commercial credit can be synthetically appreciated by comparing the profit obtained after instating the credit (Profit\(_i\)) with the profit obtained previously (Profit\(_0\)), when the company sells only in the cash system:

\[ \Delta \text{Profit} = \text{Profit}_1 - \text{Profit}_0 > 0, \]

The financial efficiency of the commercial credit is realized when the difference is positive or Profit\(_i\) is bigger than Profit\(_0\). Nevertheless the profit that will be obtained after instating the credit (Profit\(_i\)) has to take into account the due supplementary costs:

\[ \text{Profit}_1 = \text{Gross profit after granting the credit} - (\text{Cost of discount + Cost of capital invested in clients + Administrative costs + Cost of low-quality receivables}). \]

We recall that gross profit from granting the credit can be determined as follows (GP\(_i\)):

\[ \text{GP}_i = ST_1 \cdot mv_1 = q_1(p_1 - v_1) \]

The difference toward the initial profit (Profit\(_0\)) is that the latter does not have associated costs, as the sales were done only against cash and do not imply any efforts to keep the evidence of sales or of recovering the money. After setting up the credit policy, the effective results obtained after the implementing of the commercial credit can be analyzed by the mean of various financial measures (Brealey, Meyers, 2001; Friedlob and Schleifer, 2003; Ross, Westerfield and Jaffe, 2009) and correction measures can be taken by the financial and sales managers.

Conclusions

We have shown that the commercial credit policy should be correlated with the need for a better use of the existing production and selling capacities, given the usual response of the clients (of the demand) to the initiatives of the companies offering discounts. Normally, the clients will buy more should they receive a price discount.

In such a situation, the offering company cannot, in fact, increase the full invoice price as a reflection of the advantages received by the customer which delays his payment according to the conditions of the credit policy. The company actually decreases the price, mainly for the discount period buyers, which will register an advantage (equal to the discount), should they decide to use the cash payment. For the offering company, the discount leads to a reduction in the selling price which is made possible by the decrease of the unit fixed cost component obtained as a result of the higher volume of physical sales allocated upon the same overall fixed cost. We have determined the index of the
complete unit cost as a function of the weights of fixed and variable cost and the index of quantities sold. Secondly, we have presented the way in which we can set the terms of the commercial credit policy taking into account the quantities, the prices, discounts and variable cost margins. The proper setting of these variables allows the managers from the financial and sales departments to configure the credit policy or to adjust it in the ex-post analysis and correction measures.
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Abstract:
This paper seeks to examine the empirical association between weather and the Casablanca stock market returns and volatility. We choose stock indexes of three weather-sensitive sectors that account for 40% of Morocco’s GDP to test the impact of weather on the Moroccan economy. We use an autoregressive linear regression model for stock returns with a GARCH(1,1) process to capture time-varying volatility. Instead of temperature, we introduced two variables, Cooling Degree Days and Heating Degree Days, which constitute the most commonly used underlying for weather derivatives. Our goal is to motivate the introduction of these financial products in Morocco. Indeed, weather derivatives might be a good hedging instrument for weather risk.
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1. Introduction

Weather has a significant impact on several spheres of the economic activity. The list of activities subjected to the weather risk is long and includes energy producers and consumers [Mu, (2007)], agricultural producers [Sivakumar and Motha, (2007)], supermarkets chains, industry of leisure [Bank and Wiesner, (2011); Khattabi, (2009); Tang and Jang, (2011)] and food industry. The potential market related to this kind of risk is large in magnitude. According to Pollard et al., (2008), 70% of UK firms may be affected by the weather; in the USA, estimates suggest that between 25% and 42% of the US GDP is weather sensitive.

While severe weather and weather events impact all countries, they more severely impact developing countries and their economy. Just about the only sector of agriculture, the statistics are revealing. Whalley and Yuan, (2009) reported that the rural sector contributes 21% of GDP in India and 39% in Malawi, 61% and 64% of population in South Asia and sub-Saharan Africa are employed in the rural sector. In Morocco, three sectors (“agriculture, forestry and fisheries”, “energy and construction”, and “trade, hotels and restaurants”) that are subject to weather conditions account for 40% of the Moroccan GDP [Gommes et al., (2009); Requier-Desjardins, (2010); Sahay and Dorsey, (2011)].

2. Weather derivatives

To manage weather risk, companies rely on insurance. Unfortunately, few classical insurance mechanisms deal with weather risk [Gurenko, (2007); Sturm and Oh, (2010)]. Singh, (2006) supported that in agriculture, for example, traditional multi-peril crop insurance has not proven effective, particularly in the case of smallholders, and often excludes weather factors such as drought. To circumvent these difficulties, weather derivatives have emerged as new hedging products [Singh, (2006); Sturm and Oh, (2010)]. Weather derivatives are financial contracts whose payouts depend in a certain way on weather. The underlying variables can be, for example, the temperature, the rainfall,
the snow or the frost, but it is the temperature which constitutes the most used underlying for weather derivatives [Dischel, (2002); Geman, (1999); Mraoua and Bari, (2007)].

Weather derivatives differ from conventional derivatives in that there is no original, negotiable underlying or price of an underlying, which normally forms the basis of any derivative. For example, financial derivatives are based on stocks, stock index, interest rates, exchange rates or currencies - all of which are themselves tradable assets, unlike the weather. The underlying of weather derivatives is based on weather conditions data, such as on the temperature or the rainfall, which influence the trading volume of some goods. Weather derivatives cannot hedge the price of the underlying, as it is impossible to put a price on the weather. Consequently, weather derivatives hedge other risks on which the weather has a big influence, such as the risk of declining sales in the energy and power sector as a result of a change in the weather and the price changes that could result from this. The idea behind a weather volume hedge is that the results of weather-sensitive sectors can be subject to great volatility - even if prices remain unchanged - due to a change in demand or volume.

There are two main motivations for this paper. First, although several studies are focused on the impact of weather on the major financial markets, very few studies have focused on the emerging markets and no study has been devoted to the Moroccan market, to the best of our knowledge [Cao and Wei, (2005); Chang et al., (2008); Goodfellow et al., (2010); Lee and Wang, (2011); Lu and Chou, (2012)].

Second, all previous studies have focused on the weather based on direct variables (temperature, rainfall, etc.), or through dummy14 [Chang et al., (2006); Kang et al., (2010); Symeonidis et al., (2010); Yoon and Kang, (2009)]. No previous studies has addressed the weather variables as an underlying of a derivative and then test the effect of variation of these variables on the stock index, to our knowledge. In this context, we constructed two variables that constitute the most commonly used underlying in weather derivatives markets to motivate their introduction into the Moroccan market.

3. Data and methodology

Stock market data

We considered the daily closing prices of four Casablanca Stock Exchange (CSE) index. The MASI index is a value-weighted index of all securities coated on CSE. The three other sector index AGRI, PLGZ, LSHT are respectively, the agriculture sector index, the energy sector index and the leisure and hotels sector index. The data cover the period from January 2nd, 1992 until December 30th, 2011 for MASI, AGRI and PLGZ and from June 1st, 2006 to December 30th, 2011 for the LSHT index.

Figure 1 shows the daily evolution for our four stock indexes. Figure 2 shows their daily returns dynamics with the clustering volatility effect. For each day t, the stock index return is given by:

\[ \ln(S_t/S_{t-1}) \]

where: - \( S_t \) is the current day stock index price; 
\( S_{t-1} \) the previous day price.

14 Other studies, from a psychological point of view, have investigated the weather effect on human behavior, particularly in the decision making process [Dowling and Lucey, (2005); Kelly and Meschke, (2010); Stracca, (2004)]. The case of an investor (or a trader) that makes decision to buy or sell stocks depending on his mood (subject to weather conditions) is a classic illustration [Daniel et al., (2002)].
We calculated descriptive statistics and performed unit root tests of our stock index returns (Table 1). Panel A of Table 1 shows nonlinear character of the distribution of daily returns for the four samples as confirmed by skewness and kurtosis values and by the Jarque-Bera test.
Panel B of Table 1 gives the results of three unit root tests: the Augmented Dickey-Fuller (ADF), Phillips-Perron (PP), and Kwiatkowski, Phillips, Schmidt and Shin (KPSS). The large negative values for the ADF and PP tests statistics allow us to reject the null hypothesis of the existence of a unit root while the KPSS test statistic does not reject the null hypothesis of stationarity at the 1% significance level. As a result, all return series are stationary processes.

Weather data
We considered the daily weather data for average temperature (TMP), rainfall (PRP), smoothed rainfall (PRC), heating degree days (HDD), cooling degree days (CDD) and total degree days (TDD) for Casablanca from January 1992 to December 2011.

Table 1 - Descriptive statistics and unit root test for the four market index returns

<table>
<thead>
<tr>
<th></th>
<th>MASI</th>
<th>AGRI</th>
<th>PLGZ</th>
<th>LSHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Panel A: Descriptive</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>5217</td>
<td>5217</td>
<td>5217</td>
<td>1457</td>
</tr>
<tr>
<td>Mean (%)</td>
<td>0.046</td>
<td>0.052</td>
<td>0.051</td>
<td>-0.041</td>
</tr>
<tr>
<td>Median (%)</td>
<td>0.008</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.065</td>
<td>0.415</td>
<td>0.431</td>
<td>0.058</td>
</tr>
<tr>
<td>Minimum</td>
<td>-0.077</td>
<td>-0.096</td>
<td>-0.405</td>
<td>-0.062</td>
</tr>
<tr>
<td>Standard deviation (%)</td>
<td>0.697</td>
<td>1.108</td>
<td>1.187</td>
<td>2.070</td>
</tr>
<tr>
<td>Skewness</td>
<td>-0.232</td>
<td>9.699</td>
<td>4.269</td>
<td>0.107</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>17.237</td>
<td>380.538</td>
<td>172.414</td>
<td>4.504</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>44107*</td>
<td>31065*</td>
<td>62547*</td>
<td>140.05*</td>
</tr>
<tr>
<td>Panel B: Unit root tests</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADF</td>
<td>-56.414*</td>
<td>-47.452*</td>
<td>-67.691*</td>
<td>-32.769*</td>
</tr>
<tr>
<td>PP</td>
<td>-57.342*</td>
<td>-68.780*</td>
<td>-67.676*</td>
<td>-46.614*</td>
</tr>
<tr>
<td>KPSS</td>
<td>0.3680</td>
<td>0.4789</td>
<td>0.3462</td>
<td>0.0784</td>
</tr>
</tbody>
</table>

Notes: The Jarque-Bera test check the null hypothesis of normality in sample return distribution. Mackinnons’s 1% critical value is -3.435 for the ADF and PP tests. The critical value for the KPSS test is equal to 0.739 at the 1% significance level.

* indicates a rejection of the null hypothesis at the 1% significance level.

TMP was computed from the extreme daily temperatures. The maximum and the minimum daily temperatures for the current day t are recorded respectively, between t - 1 (yesterday) at 6 p.m. and t at 6 p.m. for the minimum, and between t at 6 a.m. and t + 1 (tomorrow) at 6 a.m. for the maximum and the average temperature (TMP) for a day t is given by:

\[ T_t = \frac{(T_{t}^{\text{max}} + T_{t}^{\text{min}})}{2} \]

where \( T_{t}^{\text{max}} \) and \( T_{t}^{\text{min}} \) are, respectively, the maximum and the minimum temperatures (in degree Celsius).

For each day t, we define HDD (measure of cold in winter) and CDD (measure of heat in summer) by:

\[ HDD_t = \max(T_{t} - T_{\text{ref}}, 0) \]
\[ CDD_t = \max(T_{t} - T_{\text{ref}}, 0) \]

where \( T_{\text{ref}} \) is a reference temperature. TDD is the sum of HDD and CDD.

15 Casablanca is a city in northern Morocco. It represents the country’s economic and business capital. It has a Mediterranean climate with dry hot summers and mild winters. The area within 40 km of this station is covered by oceans and seas (45%), croplands (44%), grasslands (5%), and forests (3%). The World Meteorological Organization ID of Casablanca-Anfa weather station is 60155.
The variable PRC is calculated from the PRP series by replacing each extreme value by the median of an 11-day window centered on this value and calculated over the last 30 years.

<table>
<thead>
<tr>
<th># of</th>
<th>T</th>
<th>C</th>
<th>H</th>
<th>T</th>
<th>PRP</th>
<th>PR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1</td>
<td>0.9</td>
<td>1.2</td>
<td>2</td>
<td>1.15</td>
<td>1.0</td>
</tr>
<tr>
<td>Median</td>
<td>1</td>
<td>0.0</td>
<td>0.2</td>
<td>2</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Maximum</td>
<td>3</td>
<td>12</td>
<td>13</td>
<td>177</td>
<td>40.0</td>
<td></td>
</tr>
<tr>
<td>Minimum</td>
<td>5</td>
<td>0.0</td>
<td>0</td>
<td>0</td>
<td>0.00</td>
<td>0.0</td>
</tr>
<tr>
<td>Standard</td>
<td>4</td>
<td>1.5</td>
<td>2</td>
<td>1.5</td>
<td>5.01</td>
<td>3.8</td>
</tr>
<tr>
<td>Skewness</td>
<td>0</td>
<td>2.5</td>
<td>1</td>
<td>1</td>
<td>12.8</td>
<td>5.2</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>2</td>
<td>12</td>
<td>3</td>
<td>4</td>
<td>334</td>
<td>35.0</td>
</tr>
<tr>
<td>Jarque-Bera</td>
<td>1</td>
<td>23</td>
<td>1</td>
<td>14</td>
<td>239</td>
<td>253</td>
</tr>
</tbody>
</table>

* indicates a rejection of the null hypothesis at the 1% significance level.

Methodology
To motivate the use of weather derivatives products in the Moroccan market, we examine the effect of temperature (in terms of degree days) and rainfall on the returns and the volatility of the four financial indexes. Indeed, the most commonly used underlying for these products is the temperature (degree days) and to a lesser extent the rainfall.

We start by determining the degree days. According to the report of the National Weather Office of Morocco, (2010), the reference temperature depends on seasons and it is $18^\circ C$ for the cold season and $21^\circ C$ for the warm season. In order to compute HDD and CDD we need to determine the warm and the cold periods during the year. We use the approach presented by Mraoua and Bari, (2007). We plot on Figure 3 the monthly evolution of the monthly mean temperature over the period 1982–2011.

![Figure 3 - Evolution of the monthly mean temperature at Casablanca (1982–2011)](image)

We notice that the warm period begins at the end of May and ends between October and November; the other period represents the cold one. A hierarchal ascendant classification was executed to define exactly the beginning and the end of each period. According to Figure 4, we have defined these periods as: the warm period, from June to October, the cold period: from November to May.
Figure 4 - Hierarchal classification of the monthly mean temperature at Casablanca

Figure 5 provides histograms for the six weather variables and Table 2 reports their descriptive statistics. In order to examine the weather effect on the returns and volatility, first we use, for each stock market index, a linear regression model with an autoregressive component (Figure 6):

$$ R_t = \alpha_0 + \sum_{i=1}^{k} \phi_i R_{t-i} + \alpha_1 \text{CDD}_t + \alpha_2 \text{HDD}_t + \alpha_3 \text{PRC}_t + \epsilon_t $$

(5)

where $R_t$ is the daily return of the MASI, AGRI, PLGZ, and LSHT indexes at time $t$, $\text{CDD}_t$, $\text{HDD}_t$, and $\text{PRC}_t$ are the selected weather variables.16

The choice of the three weather variables is dictated by two considerations. First, we aim in this study to establish the existence of a relationship between the economy (represented by stock index) and the weather in order to motivate the introduction of weather derivatives into the Moroccan market. In our case, and contrary to previous studies, we took two weather variables HDD and CDD which are the main weather derivatives underlying variables. Second, we have smoothed the PRP variable to eliminate the extreme data effect (ten in total on a sample of 5217 records). Other techniques exist to deal with such phenomena, for example, Dupuis,
Then, as clearly illustrated on Figure 2 we adopt a GARCH(1,1) model to capture time-varying volatility as follows:

\[ h_t = \omega + \alpha \varepsilon_{t-1}^2 + \beta h_{t-1} \]  

where \( \varepsilon_t \) is a normally distributed stochastic error, \( h_t \) is conditional variance, \( \alpha \) and \( \beta \) are positive parameters and \( \alpha + \beta < 1 \) indicates the persistence of the shock to volatility [Francq and Zakoian, (2010)].

---

4. Empirical results

To examine the effect of weather on the Moroccan stock market, we considered the most three sensitive sectors index to weather conditions. Indeed, the sectors directly affected by the studied index are “agriculture, forestry and fisheries”, “energy and construction”, and “trade, hotels and restaurants” which account for 40% of Morocco’s GDP [Sahay and Dorsey, (2011)].

Moreover, Morocco is located in a geographic area that has a significant climate change (longer periods of drought, periods of sudden drop in temperature cold season and increase of heat waves frequency in warm season). Thus, economic actors use more frequently insurance products to protect their profit margin against the climate hazard.

Weather effect on returns

Table 3 shows the results of the regression analysis we performed to detect the effect of weather on our four stock market index (Eq. (5)). P-values of various estimated parameters shows that they are statistically significant, implying that weather conditions influence the stock index.

---

(2011) showed how to apply the theory of extreme values to forecast temperature in order to price temperature derivatives.
Moreover, we noted that, globally, the impact of weather variables on our stock index returns is moderately to weakly positively significant except three situations where it is negative (impact of CDD on PLGZ and LSHT and impact of HDD on LSHT).

### Table 3 - Weather effect on the stock returns

<table>
<thead>
<tr>
<th></th>
<th>MASI</th>
<th>AGRI</th>
<th>PLGZ</th>
<th>LSHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>0.0002</td>
<td>0.0003</td>
<td>0.0004</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>(0.0002)</td>
<td>(0.0003)</td>
<td>(0.0004)</td>
<td>(0.0009)</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>0.2403</td>
<td>0.0536</td>
<td>0.00634</td>
<td>-0.1992</td>
</tr>
<tr>
<td></td>
<td>(0.0135)**</td>
<td>(0.0138)**</td>
<td>(0.0138)**</td>
<td>(0.0257)**</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0001</td>
<td>-0.0004</td>
</tr>
<tr>
<td></td>
<td>(0.0001)*</td>
<td>(0.0001)*</td>
<td>(0.0002)**</td>
<td>(0.0003)**</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0001</td>
<td>0.0004</td>
</tr>
<tr>
<td></td>
<td>(0.0001)**</td>
<td>(0.0001)**</td>
<td>(0.0001)**</td>
<td>(0.0003)**</td>
</tr>
<tr>
<td>$a_3$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0001</td>
</tr>
<tr>
<td></td>
<td>(0.0000)**</td>
<td>(0.0000)**</td>
<td>(0.0001)**</td>
<td>(0.0003)**</td>
</tr>
<tr>
<td>F-statistic</td>
<td>83.222</td>
<td>4.7502</td>
<td>6.1709</td>
<td>15.369</td>
</tr>
<tr>
<td></td>
<td>[0.0000]**</td>
<td>[0.0008]**</td>
<td>[0.0001]**</td>
<td>[0.0000]**</td>
</tr>
</tbody>
</table>

Notes: The F-statistic is for the joint test for coefficients $a_1, a_2$ and $a_3$. The null hypothesis is $H_0: \alpha_1 = \alpha_2 = a_3 = 0$. Standard errors are in parentheses and P-values are in brackets.

*, ** and *** indicate significance at the 10, 5 and 1% levels respectively.

### Weather effect on volatility

After analyzing the weather effect on returns, we now examine the weather effect on volatility. Table 4 shows the results of the regression of stock index returns on weather variables using a GARCH(1,1) model to capture volatility (Eq. 6). For each of the four index returns, we find that the values of the parameters $\alpha$, $\beta$ and $\omega$ are positive and that $\alpha + \beta < 1$, which confirms the non-negativity constraints of the model and the stationary of the conditional variance, respectively. Moreover, p-values of the three estimated parameters show that they are statistically significant, implying that weather conditions influence the stock index returns volatility.

### Table 4 - Weather effect on the stock volatility

<table>
<thead>
<tr>
<th></th>
<th>MASI</th>
<th>AGRI</th>
<th>PLGZ</th>
<th>LSHT</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha_0$</td>
<td>0.0000</td>
<td>0.0004</td>
<td>0.0004</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>(0.0001)</td>
<td>(0.0003)</td>
<td>(0.0005)</td>
<td>(0.0008)</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>0.2557</td>
<td>0.0544</td>
<td>0.00417</td>
<td>-0.2446</td>
</tr>
<tr>
<td></td>
<td>(0.0142)**</td>
<td>(0.0147)**</td>
<td>(0.0075)**</td>
<td>(0.0274)**</td>
</tr>
<tr>
<td>$\alpha_1$</td>
<td>0.0001</td>
<td>0.0000</td>
<td>-0.0001</td>
<td>-0.0003</td>
</tr>
<tr>
<td></td>
<td>(0.0000)**</td>
<td>(0.001)**</td>
<td>(0.0002)**</td>
<td>(0.0002)**</td>
</tr>
<tr>
<td>$\alpha_2$</td>
<td>0.0002</td>
<td>0.0000</td>
<td>0.0000</td>
<td>-0.0002</td>
</tr>
<tr>
<td></td>
<td>(0.0000)**</td>
<td>(0.0001)**</td>
<td>(0.0001)**</td>
<td>(0.0003)**</td>
</tr>
<tr>
<td>$\alpha_3$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0001</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)**</td>
<td>(0.0001)**</td>
<td>(0.0001)**</td>
<td>(0.0001)**</td>
</tr>
<tr>
<td>$\omega$</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>(0.0000)**</td>
<td>(0.0000)**</td>
<td>(0.0000)**</td>
<td>(0.0000)**</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.1906</td>
<td>0.0096</td>
<td>0.0015</td>
<td>0.1098</td>
</tr>
<tr>
<td></td>
<td>(0.0046)**</td>
<td>(0.0000)**</td>
<td>(0.0001)**</td>
<td>(0.0145)**</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.8010</td>
<td>0.9954</td>
<td>0.9501</td>
<td>0.8333</td>
</tr>
<tr>
<td></td>
<td>(0.0027)**</td>
<td>(0.0002)**</td>
<td>(0.0023)**</td>
<td>(0.0188)**</td>
</tr>
</tbody>
</table>

Note: Standard errors are in parentheses.

*, ** and *** indicate significance at the 10, 5 and 1% levels respectively.
5. Summary and concluding comments

In this study, we attempted to explore the effect of weather on returns and volatility of the Casablanca stock market. The choice of market index and weather variables was not accidental. Indeed, the three chosen market index account for 40% of Moroccan GDP. Furthermore, selected weather variables are those most used for the evaluation of weather derivatives. By studying the effect of weather (weather derivative variables) on the economy (financial variables), our motivation was mainly to show that an emerging economy such as the Moroccan economy would benefit from the introduction and use of weather derivative products.

Our approach was structured in three stages: (1) We started by building our weather variables. In this context, we used two temperature indexes with a threshold depending on the season. An empirical analysis based on daily observations for 30 years has allowed us to determine the warm and cold seasons in the Casablanca region and thus calculate the degree-days per season. (2) We did a regression of our market index returns on weather variables to determine the effect of weather on returns. And we found that overall, the three weather variables studied impact the market index returns at different levels of significance. (3) The impact of weather on the volatility has been shown by using a GARCH(1,1) model.

Overall, the empirical results shown in this study are consistent with previous studies. Nevertheless, this study introduces variables used in weather derivatives literature to study their impacts on financial index and thus motivate their use in the Moroccan market.
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Abstract:
The paper provides evidence on correlation structure forecasting techniques. We use index model parameters to forecast significant parts of securities returns volatility – systematic risk and specific risk. Except of this static perspective we have suggested, improved and dynamised these techniques with exponentially weighted moving average or EWMA variance and covariance forecast, which enables us to model time-varying beta coefficient as a significant part of systematic risk. That enables us to construct correlation structure of national index returns we have selected for the explanation of our methodology. As we discuss in final part of the paper some adjustment in EWMA Beta and other variables have to be done through application of Blume or Vasicek techniques. So we can forecast an appropriate correlation structure of returns which enable us to be better aware about potential exposures in market returns.
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JEL Classification: C51, C52, G12, G32

1. Introduction

In 1952 Harry Max Markowitz (1959) published a revolutionary paper on how does one select an efficient set of risky investment or so called efficient frontier. This theory provides the first quantitative view of portfolios variance, where co-movements in securities returns are considered. So, the variance of portfolios is not a simple product of the particular investment proportion and their variances. Instead of it one has to consider covariance structure implicitly involved in multi-variate distribution of securities returns.

Some year later James Tobin, another famous economist, extended this perspective with the riskless investment involving in the model of the efficient frontier, where the first two moments of probability distributions are used. If we assume risk-free investment, the portfolio’s volatility of riskless and risky assets will be linear function of risky assets variance and their weights. This result has far reaching implications, we have got a straight line in the mean-variance space and any portfolio on this efficient line is a combination of the riskless asset and the tangential (also called market) risky assets portfolio. To depicture new created efficient frontier a quadratic technique can be used. We also can consider portfolio problems with different assumptions, where short sale are or are not allowed, and where either riskless lending or borrowing is or is not possible.

According to Elton et al. (2006) or Šoltés et al. (2003), casual observation of stock prices reveals that when the market goes up, most stocks tend to increase in price and vice versa. This can suggest that there is a reason security returns might be correlated because of common response to market changes. So in 70’s in the last century a number of economists were providing new models to reflect these relationships. So, the single-index or single factor models have been developed. Also very often used and applied model Capital Asset Pricing Model was developed independently by William Sharpe, John Lintner, and Jan Mossin. The model takes into account the sensitivity of capital assets to non-diversifiable component of risk (systematic risk), represented by the relative measure of risk in the form of beta (β) coefficient, as well as the expected return and expected return n on the market theoretically defined risk-free asset, and that, based on defined assumptions.

2. The covariance structure of security returns

As we already mentioned in introduction part of the paper, the co-movements between stocks can be due to a single or multiple indices. So the correlation or covariance structure of security returns might be obtained by relating the return on a stock to the return on a stock market index or other non-market indices. Hence the return on a stock can be written using simple-index model as
where $\alpha_t$ denotes expected value of the component of security return that is independent of the market’s performance, $e_{t,t}$ represent the random element of the same component, $\beta_t$ represents the component of security return dependent of market return $R_{m,t}$ in the particular period of time $t$.

If we assume that time series data of $e_t$ is not correlated with $R_m$ and that $e_t$ is independent of $e_j$, formally denoted $E(e_t e_j) = 0$, then we can summarize the mean return, the variance of a security’s return and the covariance of returns between securities $i$ and $j$. We can write formally:

$$R_t = \alpha_t + \beta_t R_m + e_{t,t},$$

where $\alpha_t$ denotes expected value of the component of security return that is independent of the market’s performance, $e_{t,t}$ represent the random element of the same component, $\beta_t$ represents the component of security return dependent of market return $R_{m,t}$ in the particular period of time $t$.

If we assume that time series data of $e_t$ is not correlated with $R_m$ and that $e_t$ is independent of $e_j$, formally denoted $E(e_t e_j) = 0$, then we can summarize the mean return, the variance of a security’s return and the covariance of returns between securities $i$ and $j$. We can write formally:

$$R_t = \alpha_t + \beta_t R_m + e_{t,t}.$$

If we assume that time series data of $e_t$ is not correlated with $R_m$ and that $e_t$ is independent of $e_j$, formally denoted $E(e_t e_j) = 0$, then we can summarize the mean return, the variance of a security’s return and the covariance of returns between securities $i$ and $j$. We can write formally:

$$R_t = \alpha_t + \beta_t R_m + e_{t,t}.$$

$$\sigma^2 = \beta^2 \sigma^2 + \sigma^2_{\text{res}}$$

$$\sigma_{ij} = \beta_i \beta_j \sigma^2$$

$$\beta_i = \frac{\sigma_{im}}{\sigma_m} = \frac{\sigma_i}{\sigma_m} \cdot \rho_{im}.$$

Now decomposing the equation (3) gives two parts of the variance – systematic part of variance ($\beta^2 \sigma^2$) and specific or residual part of the variance, noted by $\sigma^2_{\text{res}}$. The systematic part can be decomposed into two sources, i.e. the sensitivity to market factor or beta coefficient and the volatility of the market factor. In the (5) $\sigma_i / \sigma_m$ gives the relative volatility of security return $i$ and market returns $m$, and $\rho_{im}$ is the correlation coefficient or linear dependency between security returns $i$ and market returns $m$.

As discusses Alexander (2010), one of the limitations of the equity beta as a risk factor is that it ignores the other two sources of risk. It says nothing about the risk of the market factor itself or about the specific risk of the portfolio. The total variance can be express as a summation of systematic and specific variance.

3. Exponential smoothing and its application for beta estimates

The previous part Beta or the beta coefficient in the single index model is the product of the market correlation and the relative volatility of the portfolio with respect to the index or benchmark. Volatility of the security return given by the factor model can be decomposed into three main sources – the sensitivity to the market factor, the volatility of the market factor and the specific risk. Taking a composite of total risk, the Beta coefficient given in (3) or (4), we can rewrite this in the following form:

$$\beta_{im} = \frac{\sigma_{im}}{\sigma_m} = \frac{\sigma_i}{\sigma_m} \cdot \rho_{im},$$

where $\sigma_{im} / \sigma_m$ gives the relative volatility of security return $i$ and market return $m$, and $\rho_{im}$ is the correlation coefficient or linear dependency between security returns $i$ and market returns $m$ in the time period $t$.

One of the limitations of the beta as a risk measure is that is ignores the other two sources of risk: it says nothing about the risk of market index itself or about the specific risk of the security returns.

We assume that the risks of return have a multivariate normal distribution or other type of the elliptical distribution as mentioned by Dempster (2002). In this case the standard correlation approach to dependency is natural and unproblematic. In other case we could model dependency using copulas.

We use the exponentially weighted moving average (EWMA), as already mentioned, as a technique for variance and covariance estimates. We can note formally:

$$\text{EWMA}(x_{t-1}, \ldots, x_1 | \lambda) = \frac{x_{t-1} + \lambda x_{t-2} + \lambda^2 x_{t-3} + \cdots + \lambda^{t-2} x_1}{1 + \lambda + \lambda^2 + \cdots + \lambda^{t-2}},$$

where $\lambda$ is a smoothing constant, and $\lambda \in (0; 1)$. Since $\lambda^n \rightarrow 0$ as $n \rightarrow \infty$, the exponentially weighted moving average places negligible weight on observations far in the past.
\[
\hat{\sigma}_{t,t}^2 = (1 - \lambda) r_{t,t-1}^2 + \lambda \hat{\sigma}_{t-1}^2;
\]
\[
\hat{\sigma}_{i,j,t} = (1 - \lambda) r_{t,t-1} r_{t,t-1} + \lambda \hat{\sigma}_{j,t-1};
\]
\[
\hat{\beta}_{t,t} = \frac{\hat{\sigma}_{i,t} \cdot \hat{\sigma}_{j,t}}{\hat{\sigma}_{i,t}^2} \cdot \hat{\beta}_{i,j}.
\]

As specified in (8), there is the EWMA model for the conditional variance, which is a restricted version of the univariate symmetric normal GARCH model, but restrictions are such that the forecast conditional volatility must be constant. Because \(\alpha \equiv 1 - \lambda \) and \(\beta \equiv \lambda \) the restrictions are that the GARCH constant \(\omega \) is 0 and the speed of mean reversion in forecasts, which is given by \(1 - (\alpha + \beta)\), is also 0. However the long term volatility is undefined.

The base horizon for the forecast is given by the frequency of the data – in our case the monthly returns will give the 1-month covariance matrix forecast. We can also convert a 1-month covariance matrix into an \(h\)-month forecast by multiplying each element of the 1-month EWMA covariance matrix by \(h\).

### 4. Data and methodology

As described in Elton et al. (2006) the models for forecasting correlation/covariance structures fall in two categories – index models and averaging techniques. The most widely used technique is single-index or multiple-index model, in that it is very convenient and easy to use. But index models may not be adequate or appropriate in detail risk analysis. Market risk require monitoring on a frequent basis and the parameter estimates given by index models using Ordinary Least Square (OLS) method will not reflect current market positions. According to Alexander (2010) they represent an average value over the time period covered by the sample used in the regression model. An estimate with OLS will lead to very significant problems.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>CZ_PX50</th>
<th>HU_BUX</th>
<th>PL_WIG</th>
<th>SK_SAX</th>
<th>ENEXT100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>0.004633</td>
<td>0.005734</td>
<td>0.007194</td>
<td>0.004444</td>
<td>-0.00276</td>
</tr>
<tr>
<td>Standard Error</td>
<td>0.005058</td>
<td>0.005182</td>
<td>0.004657</td>
<td>0.00405</td>
<td>0.00398</td>
</tr>
<tr>
<td>Median</td>
<td>0.010716</td>
<td>0.008608</td>
<td>0.01661</td>
<td>0</td>
<td>0.008651</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>0.061534</td>
<td>0.063045</td>
<td>0.05665</td>
<td>0.049266</td>
<td>0.048422</td>
</tr>
<tr>
<td>Sample Variance</td>
<td>0.003786</td>
<td>0.003975</td>
<td>0.003209</td>
<td>0.002427</td>
<td>0.002345</td>
</tr>
<tr>
<td>Kurtosis</td>
<td>5.449285</td>
<td>2.883606</td>
<td>2.382228</td>
<td>3.298831</td>
<td>2.818685</td>
</tr>
<tr>
<td>Skewness</td>
<td>-1.16472</td>
<td>-0.74787</td>
<td>-0.88858</td>
<td>0.590766</td>
<td>-1.23522</td>
</tr>
<tr>
<td>Range</td>
<td>0.517825</td>
<td>0.4606</td>
<td>0.386967</td>
<td>0.36935</td>
<td>0.314239</td>
</tr>
<tr>
<td>Minimum</td>
<td>-0.32469</td>
<td>-0.28441</td>
<td>-0.23426</td>
<td>-0.16298</td>
<td>-0.21869</td>
</tr>
<tr>
<td>Maximum</td>
<td>0.193137</td>
<td>0.176187</td>
<td>0.15271</td>
<td>0.206375</td>
<td>0.09555</td>
</tr>
<tr>
<td>Sum</td>
<td>0.685657</td>
<td>0.848632</td>
<td>1.064774</td>
<td>0.65764</td>
<td>-0.40826</td>
</tr>
<tr>
<td>Count</td>
<td>148</td>
<td>148</td>
<td>148</td>
<td>148</td>
<td>148</td>
</tr>
</tbody>
</table>

Therefore, for the purpose of mapping a portfolio risk, higher frequency data and methodology could be used to estimate a time varying portfolio beta for the model denoted in equation (2). We apply an exponentially weighted moving average (EWMA) model with an assumption, that returns are identically and independent distributed (i.i.d.). So we construct covariance and correlation matrices, each based on the exponential weighted moving average (EWMA) methodology. These matrices cover only equity market indices of Visegrad countries – Czech Republic, Hungary, Poland and Slovak Republic, and European global equity index. These matrices provided by us are each based on a history of monthly returns which have been annualized as it has been described in data description part of this paper. These are annualized monthly matrices, where a EWMA covariance matrix with \(\lambda\) equals to 0.97 for all elements and the multiplied by 12 has been used. As discussed by Alexander
(2010), higher values of lambda give more precise EWMA estimates and also larger effective sample of data.

We use monthly data on Visegrad countries national indices of equity market, between November 2000 and February 2013. We use Eurostat database, the Share price indices (rebased) statistics of these Visegrad countries’ stock exchanges - Budapest Stock index (HU_BUX), Prague Stock Exchange 50 Index (CZ_PX50), Warsawzki Indeks Giedo (PL_WIG), Slovak Share Index (SK_SAX). As a benchmark we use EURONEXT global index (ENEXT100) form the same database. The country equity annualized returns are depictured in Figure 1.

We assume that one-period (month) log returns are generated by a stationary i.i.d. process. We compute and denote \( r_t \) the log return observed at time \( t \), where \( r_t = \ln(P_t) - \ln(P_{t-h}) \) and \( h = 1 \). We provide all computation with monthly data except of results, where risk (total risk, systematic risk and specific risk calculations) and return parameters have been annualized. The inputs descriptive statistics are also summarized in Table 1.

5. EWMA results

Consider relationships of (8) up to (10) we can realize an estimate of the next value of time series data – value of variables in March 2013. The particular parameters for countries indices and global market index are depictured in Table 2. We use ENEXT 100 index as the global market index or a benchmark to provide all necessary calculations.

<table>
<thead>
<tr>
<th>( t )</th>
<th>CZ_PX50</th>
<th>HU_BUX</th>
<th>PL_WIG</th>
<th>SK_SAX</th>
<th>ENEXT 100</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \hat{\beta}_{1,t} )</td>
<td>1.04666075</td>
<td>1.08092423</td>
<td>0.9333682</td>
<td>0.1982628</td>
<td>1</td>
</tr>
<tr>
<td>( R_{1,t} )</td>
<td>0.05559377</td>
<td>0.06880801</td>
<td>0.08633307</td>
<td>0.0533222</td>
<td>-0.033102</td>
</tr>
<tr>
<td>( \hat{\sigma}_{1,t}^2 )</td>
<td>0.0398673</td>
<td>0.0451480</td>
<td>0.0320876</td>
<td>0.0169006</td>
<td>0.025033</td>
</tr>
<tr>
<td>( \hat{\sigma}_{1,t} )</td>
<td>0.19966805</td>
<td>0.21248058</td>
<td>0.17912999</td>
<td>0.13000221</td>
<td>0.158219</td>
</tr>
</tbody>
</table>

The estimates parameters provide computation inputs for the particular covariance matrices of the particular time period. So, EWMA model estimates enable us to forecast correlation structure of equity returns for the next periods. Estimates of the risk components – total risk, systematic part of risk and specific or residual part of risk are shown in Figure 2 for each of the country equity index.
The annualized values of the risk components are shown on the left-hand scales in Figure 2. Betas estimates in regard to ENEXT100 global market index are depicted on the right-hand scales.

**Table 3 - Correlation Matrix Forecast for March 2013 (using adj. annualized data)**

<table>
<thead>
<tr>
<th></th>
<th>CZ_PX50</th>
<th>HU_BUX</th>
<th>PL_WIG</th>
<th>SK_SAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>CZ_PX50</td>
<td>1</td>
<td>0.66755923</td>
<td>0.68375182</td>
<td>0.20012635</td>
</tr>
<tr>
<td>HU_BUX</td>
<td>0.66755923</td>
<td>1</td>
<td>0.66355535</td>
<td>0.18805878</td>
</tr>
<tr>
<td>PL_WIG</td>
<td>0.68375182</td>
<td>0.66355535</td>
<td>1</td>
<td>0.19892603</td>
</tr>
<tr>
<td>SK_SAX</td>
<td>0.20012635</td>
<td>0.19421507</td>
<td>0.19892603</td>
<td>1</td>
</tr>
</tbody>
</table>

In Table 3 are shown the estimates of the correlation coefficients for the next monthly period, March 2013. All of the national equity indices returns are positively dependent.

6. Discussion and possible adjustments

Consider relationships of (8) up to (10) we can realize an estimate of the next value of time series data – value of variables in March 2013. The particular parameters for countries indices and global market index are depicted in Table 2. We use ENEXT 100 index as the global market index or a benchmark to provide all necessary calculations.

The first very logical step in looking at Betas and their covariance and correlation estimates or forecasts is to see how much association there is between the Betas in the particular periods. The first author Blume (1975) has launched an extensive testing of the relationship. As a result of the testing adjusting historical estimates of Beta was proposed because of the tendency of Betas to regress toward one or toward market portfolio Beta. In Blume (1975) we can find the first scheme for capturing this tendency, where past or historical Betas are adjusted toward one. Vasicek (1973) has suggested a different scheme that incorporates the tendency, whereby the adjustment depends on the size of the uncertainty about Beta. This is quite different to the Blume model, where all stocks are adjusted with the same amount toward the average or market Beta. Klemkosky and Martin (1975) tested the ability
of these techniques to provide better forecasts for 5-year periods. In all cases both the Blume and Vasicek adjustment techniques led to more accurate forecast of future Betas that the unadjusted Betas. Elton et al. (1978) have also compared the ability to forecast the correlation structure between securities. They suggest the Blume adjustment technique outperformed both the unadjusted Betas and the Betas adjusted via the Vasicek technique. The difference in the techniques was statistically significant.

In the financial industry the linear or time series models of volatility and correlation became popular in the 1990 by JP Morgan RiskMetrics methodology and data. In 2006 the last update of the RiskMetrics methodology to evaluate market risks was introduced. They obtained consistency across risk horizons by building the methodology using a long memory ARCH process to compute the required forecasts as summarized by Zumbach (2007).

Table 4 - Improved Betas because of the tendency to regress toward market portfolio
Beta – Blume technique

<table>
<thead>
<tr>
<th></th>
<th>CZ_PX50</th>
<th>HU_BUX</th>
<th>PL_WIG</th>
<th>SK_SAX</th>
<th>ENEXT100</th>
</tr>
</thead>
<tbody>
<tr>
<td>̂β_i,t</td>
<td>1.04666075</td>
<td>1.08092423</td>
<td>0.9333682</td>
<td>0.1982628</td>
<td>1</td>
</tr>
<tr>
<td>adj. ̂β_i,t</td>
<td>1.05158933</td>
<td>1.07478570</td>
<td>0.97489027</td>
<td>0.47722391</td>
<td>1</td>
</tr>
</tbody>
</table>

According to Alexander (2010) there are numerous financial application for covariance matrices, including but not limited to estimating and forecasting the volatility of a financial portfolio, estimating the value at risk (VaR) of financial portfolios, determining optimal portfolio allocations, simulating correlated returns pricing multi-asset options and hedging the risk of financial portfolios.

We use the proposed technique by Blume to the particular Betas. Adjusted values of Betas are written in Table 4. This adjustment changed the forecast of correlation structure very dramatically, especially in the case of the dependency of the Slovak equity index SAX, where we can see higher figures of Pearson correlation coefficient towards of the other indices.

Table 5 - Adjusted Correlation Matrix Forecast for March 2013 (using adj. annualized data)

<table>
<thead>
<tr>
<th></th>
<th>CZ_PX50</th>
<th>HU_BUX</th>
<th>PL_WIG</th>
<th>SK_SAX</th>
</tr>
</thead>
<tbody>
<tr>
<td>CZ_PX50</td>
<td>1</td>
<td>0.66689377</td>
<td>0.71753231</td>
<td>0.48397783</td>
</tr>
<tr>
<td>HU_BUX</td>
<td>0.66689377</td>
<td>1</td>
<td>0.68913851</td>
<td>0.4547941</td>
</tr>
<tr>
<td>PL_WIG</td>
<td>0.71753231</td>
<td>0.68913851</td>
<td>1</td>
<td>0.50012127</td>
</tr>
<tr>
<td>SK_SAX</td>
<td>0.48397783</td>
<td>0.46482612</td>
<td>0.50012127</td>
<td>1</td>
</tr>
</tbody>
</table>

Recently, other attempts have been made to incorporate more data than past return information into the forecasts of Betas and so into the forecasts of correlation structure of security returns, especially in the context of time-varying country Beta modelling as proposed firstly by Harvey (1991) and recently by Gangemi et al. (2000), Verma et al. (2006) and Verbenik et al. (2011). This fundamental Beta approach uses a mixture of multi-index regression and time series model. But Betas estimates are quite similar to our EWMA estimates.

Conclusion

The covariance matrix of the returns on a set of assets or risk factor is the cornerstone of traditional risk and return analysis. It is widely used to estimate the volatility of a portfolio, to simulate and forecast values for its particular risk factor, to allocate and diversify investments and to obtain so called efficient portfolios with optimal trade-off between risk and return. In the paper we provided evidence on selected correlation structure techniques – linear index model and time series model, but especially exponentially smoothing technique. We decomposed the total risk in the parts of systematic and specific or residual risk, whereby we could implement EWMA technique for variance and covariance estimates. So we proposed and compute forecasted correlation structure for the Visegrad countries equity indices returns. In the discussion part of paper the tendency of Beta going toward to market portfolio Beta has been considered and some adjustment in the correlation structure through
application of Blume or Vasicek techniques has been done. So we can forecast an appropriate correlation structure of returns which enable us to be better aware about potential exposures in market returns.
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Abstract:
This article deals with the issue of guarantee certificate formation on the financial market. The main objective is to design a new guarantee certificate suitable for conservative investors. We found an alternative opportunity to the purchase of this certificate, i.e. investment in a bank deposit, together with a purchase of cash or nothing down and knock-out portfolio call option and a sale of cash or nothing down and knock-out portfolio put option. In our analysis we use a novel approach based on profit functions.

Keywords: guarantee certificates, exotic options, barrier options, digital options, portfolio options

JEL Classification: G15, G11

1. Introduction
A significant decline on the financial market in year 2008 has forced many investors to modify their attitude to risk. Therefore, there is an increased interest in financial tools enabling at least partial guarantee of a price drop of the underlying asset. The reaction to this situation is a research which purpose on the one side is to offer such investing tools and on the other side to analyze structured products offered to investors by issuers. Hedging against a price drop of an underlying asset by means of option strategy using vanilla options is discussed in the works (Šoltés, V. and Amaitiek 2010 a,b). Hedging against a price drop of an underlying asset by means of option strategy using barrier options is discussed in the works (Šoltés, V. and Rusnáková 2012, Rusnáková and Šoltés, V. 2012, Šoltés, V. and Rusnáková 2013). Structured products combine multiple financial products, one of them being usually financial derivative, often plain or exotic option. In the recent years structured products have become more and more exotic. The works (Šoltés, V. and Rusnáková, 2010), (Šoltés, V. 2011) are focused on several structured products formation using vanilla or exotic options.

2. Investment certificate
Investment certificates belong to the large group of structured products including ever new ones. Today, there are a number of different investment certificate products available for investors. For example papers (Šoltés, V. and Šoltés, M. 2006), (Šoltés, M. 2010 a, b) deal with this issue.

Guarantee certificates ensure the return of the original investment. They are appropriate financial instruments for investors with risk aversion. The nature of the guaranteed certificate formation using vanilla options is discussed in the study (Šoltés, M. and Šoltés, V. 2007).

The main aim of this paper is to propose a new guaranteed certificate using exotic options. We focus on basic characteristic of the certificate, derivation of profit function and replication with other instruments, i.e. finding an alternative investment which will have the same profit profile as the purchase of this certificate. The alternative opportunity is formed to show the nature of the certificate formation using exotic options, specifically cash or nothing (digital/binary) options, barrier options and portfolio options. The returns for capital-guaranteed products with embedded cash or nothing barrier portfolio options are calculated as follows. If the prices of all assets in the basket are above the barriers specified for these assets at any time during the term of the product, a fixed percentage of the nominal value is credited to the investor. The returns of this product are paid out at maturity.

3. Exotic options
Exotic options are one of the most interesting innovations of the financial sector in the last years. For the reason of responding to the individual needs of investors, exotic options are in the continual development process. The new types of them are constantly creating respectively, modifying
existing ones. Because of this reason, there is no uniform and comprehensive classification of various kinds of them. Exotic options have some different characteristics compared to plain vanilla options, however the essential features are the same. There exists vast literature, for example (Wilmott et al. 1995, 338), (Taleb 1997, 506), (Hull 2008, 814), (Weert 2008, 204), that deals with exotic options which are dated from the late 1970s.

Probably the most popular type of exotic option is a barrier option. Barrier option is different from vanilla options because it has a second strike price called barrier. Exceeding the barrier during the option life means activation (knock-in) respectively deactivation (knock-out) of option. The barrier may be over (up) or below (down) the current price of the underlying asset at the time of closing option contracts. Barrier option is therefore associated with a condition which has to be that must be met, otherwise it will expire as worthless. In this paper we use an approach based on profit functions of exotic option in order to create proposed structured products. Analogical approach was used in works (Rusnáková and Šoltés, V. 2012) and (Šoltés, V. and Rusnáková 2012), where authors used barrier options in application to hedging against a price drop.

Buying a down and knock-out call option gives a right to buy a particular underlying asset at strike (expiration) price $X$ at the time $T$, if the option is not deactivated, i.e. the price of the underlying assets does not exceed predetermined lower barrier $L$ from above during the life of the option, which the following condition represents:

$$ \min_{0 \leq t \leq T} (S_t) \geq L. \quad (3.1) $$

The profit function from buying $n$ down and knock-out call option is:

$$ P(S) = \left\{ \begin{array}{ll}
-nc & \text{if } \min_{0 \leq t \leq T} (S_t) < L, \\
-nc & \text{if } \min_{0 \leq t \leq T} (S_t) \geq L \land S < X, \\
n(S - X - c) & \text{if } \min_{0 \leq t \leq T} (S_t) \geq L \land S \geq X,
\end{array} \right. $$

$$ (3.2) $$

where: - $S$ is an actual spot price of underlying asset at the expiration time $T$,
- $S_t$ is price of underlying asset at a specified points during the time to maturity of the option $t \in (0, T)$,
- $c$ is premium paid for the right to buy an asset.

Selling a down and knock-out put option gives an obligation to buy particular underlying asset at the strike price $X$ at the time $T$, if the option is not deactivated. The profit function from selling $n$ down and knock-out put options is:

$$ P(S) = \left\{ \begin{array}{ll}
np & \text{if } \min_{0 \leq t \leq T} (S_t) \geq L \land S < X, \\
np & \text{if } \min_{0 \leq t \leq T} (S_t) \geq L \land S \geq X, \\
p & \text{if } \min_{0 \leq t \leq T} (S_t) < L,
\end{array} \right. $$

$$ (3.3) $$

where $p$ is premium obtained for the obligation to sell an asset.

In addition to standard barrier options, there are variations of barrier options, e.g. barrier portfolio option for what underlying asset is basket of several assets with the spot price:

$$ S = \alpha \sum_{i=1}^{k} w_i K_i, \quad (3.4) $$

$$ \alpha \in (0, 1), \quad \Sigma_{i=1}^{k} w_i = 1, $$
where: \( K_i \) is the current value of the asset from specified basket at the time of closing of option contracts; 
\( w_i \) is weight corresponding to individual asset.

Barrier level \( L \) may be defined for the entire basket of assets:

\[
L = \alpha \sum_{i=1}^{\infty} K_{i0},
\]

(3.5)

where: \( K_{i0} \) is the value of the asset from specified basket at the time of option contract closing, or for each asset

\[
L_1 = \alpha K_{10}, L_2 = \alpha K_{20}, L_3 = \alpha K_{30}, \ldots
\]

(3.6)

where: \( K_{10}, K_{20}, K_{30}, \ldots \) are values of the assets from specified basket at the time of contract closing.

If all assets always quote at or above their barriers during the option life of down and knock-out call/put option, then the option is not deactivated. In case the barrier is undercut by one or several asset prices during the option life, the option is deactivated. Barrier options with more barriers are known as multibarrier options.

Other type of exotic options is cash and nothing option that belongs to the group called as digital or binary options. Buying cash and nothing call option gives a right to obtain a fix cash amount if the price of underlying asset is at the maturity time higher than or equal to strike price, or nothing if the price of underlying asset is at the maturity time lower than strike price. Selling cash or nothing put option gives an obligation to pay a fix amount of cash if the price of the underlying asset at the time of expiry is less than strike price, or nothing if the price of the underlying asset at the maturity is higher than or equal to the strike price. For example (Taleb 1997, 506) and (Hull 2008, 814) deal with these issues.

In general the profit function from buying \( n \) cash or nothing call options is:

\[
P(S) = \begin{cases} 
-nc & \text{if } S < X, \\
n(M - c) & \text{if } S \geq X,
\end{cases}
\]

(3.7)

and the profit function from selling \( n \) cash or nothing put options is:

\[
P(S) = \begin{cases} 
n(M - p) & \text{if } S < X, \\
np & \text{if } S \geq X,
\end{cases}
\]

(3.8)

where \( M \) represents a fixed amount of the asset.

Cash or nothing portfolio barrier option presents a hybrid between digital, portfolio and barrier options. Buying cash and nothing down and knock-out portfolio call option gives a right to obtain:

- a fixed amount of the cash if the barrier is not exceeded during the life of the option and the price of the underlying asset at the of maturity option is higher than or equal to the strike price;
- nothing, if the barrier is not exceeded during the life of the option and the spot price of the underlying of asset at the time of expiry is less than or equal to a strike price;
- nothing, if the barrier is crossed over the life of the option.

The profit function from buying \( n \) cash or nothing down and knock-out portfolio call option with more barriers has the following form
The profit function from selling \( n \) cash or nothing down and knock-out portfolio put option with more barriers is:

\[
P(S) = \begin{cases} 
-n \phi & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) < L_1 \lor \min_{0 \leq t \leq T} \left( L_{n2} \right) < L_2 \lor \min_{0 \leq t \leq T} \left( L_{n} \right) < L_3 \lor ... , \\
-n \phi & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) \geq L_1 \land \min_{0 \leq t \leq T} \left( L_{n2} \right) \geq L_2 \land \min_{0 \leq t \leq T} \left( L_{n} \right) \geq L_3 \land ... \land S < X, \\
n(1-c) & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) \geq L_1 \land \min_{0 \leq t \leq T} \left( L_{n2} \right) \geq L_2 \land \min_{0 \leq t \leq T} \left( L_{n} \right) \geq L_3 \land ... \land S \geq X , 
\end{cases}
\]

(3.9)

where: - \( A \) is a fix amount of cash
- \( L_{n1}, L_{n2}, L_{n} \ldots \) are values of assets at specified moments during the option life,

The profit function from selling \( n \) cash or nothing down and knock-out portfolio put option with more barriers is:

\[
P(S) = \begin{cases} 
n(B + p) & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) \geq L_1 \land \min_{0 \leq t \leq T} \left( L_{n2} \right) \geq L_2 \land \min_{0 \leq t \leq T} \left( L_{n} \right) \geq L_3 \land ... \land S < X, \\
np & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) \geq L_1 \land \min_{0 \leq t \leq T} \left( L_{n2} \right) \geq L_2 \land \min_{0 \leq t \leq T} \left( L_{n} \right) \geq L_3 \land ... \land S \geq X, \\
nP & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) < L_1 \lor \min_{0 \leq t \leq T} \left( L_{n2} \right) < L_2 \lor \min_{0 \leq t \leq T} \left( L_{n} \right) < L_3 \lor ... , 
\end{cases}
\]

(3.10)

where \( B \) is a fix cash amount.

### 4. New guarantee certificate formation

There are many guarantee certificates offered in the financial market. Almost all certificates are created by a combination of an underlying asset and appropriate combination of vanilla or exotic options. If only the value of the underlying asset at maturity is significant for the resulting profit profile, then the vanilla options are used for the formation of investment certificates. If the value of the underlying asset until maturity is significant for the resulting profit profile, then the exotic options are used. In the next section we propose a new guarantee certificate and show the nature of its formation using exotic options.

Proposed guarantee certificate is a product made up of asset basket. The product enables investors to generate an overall yield of \( Y\% \) from the nominal value of a certificate at the end of the term, if each of the underlying assets quotes is at or above the \( X\% \) barrier level during the observation period. The certificate is 100% capital guaranteed. It is particularly interesting at present, when uncertainty on financial markets is still high.

The principle of this guaranteed certificate is simple and is focused to limit the loss. The starting value and the barrier (\( L \)) are determined for each asset. If all assets always quote at or above their barriers (\( X\% \) of their starting value) during the observation period, then the investor obtains 100% of the nominal value and the profit share of \( Y\% \) from the nominal value. In case the barrier is undercut by one or several asset prices during the observation period, the opportunity to generate the \( Y\% \) yield no longer applies, but the certificate guarantees a capital return at the maturity date.

The profit function of this guaranteed certificate is:

\[
P(S) = \begin{cases} 
0 & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) < L_1 \lor \min_{0 \leq t \leq T} \left( L_{n2} \right) < L_2 \lor \min_{0 \leq t \leq T} \left( L_{n} \right) < L_3 \lor \min_{0 \leq t \leq T} \left( L_{n} \right) < L_4 , \\
kN & \text{if } \min_{0 \leq t \leq T} \left( L_{n1} \right) \geq L_1 \land \min_{0 \leq t \leq T} \left( L_{n2} \right) \geq L_2 \land \min_{0 \leq t \leq T} \left( L_{n} \right) \geq L_3 \land \min_{0 \leq t \leq T} \left( L_{n} \right) \geq L_4 , 
\end{cases}
\]

(4.1)

where: - \( n \) is number of certificates;
- \( k \) is yield participation, in our case, \( k=Y/100 \);
- \( N \) is nominal value of the certificate;
- \( L_1, L_2, L_3, L_4 \) are barriers for assets at initial valuation date (\( X\% \) of the starting values of these shares);
- \( L_{n1}, L_{n2}, L_{n3}, L_{n4} \) are values of assets at specified moments during the observation period.
At least one of the barrier levels is reached during observation period

None of barrier levels is reached during observation period

Figure 1 – Profit function of a new guarantee certificate

Figure 1 depicts the profit function of a new guaranteed certificate, i.e. function (4.1). It is evident that the investment in a guaranteed certificate never makes a loss. Guaranteed certificates are therefore suitable for conservative investors. The security is paid by a lower profit in case of a significant underlying asset price increase. The question is how the certificate was constructed? We get the answer by finding an alternative investment.

The nature of formation

Let us suppose that an investor invests $nS_0$ EUR to purchase $n$ guaranteed certificates with the current price $S_0$ and the time to maturity of $t$ years. One possibility of the alternative investments creation is:

- deposit in bank;
- purchase $n$ cash or nothing down and knock-out portfolio call options;
- selling $n$ cash or nothing down and knock-out portfolio put options.

Make a deposit in the bank at the present value of an interest rate for the year $t$:

$$nS_0 \frac{(1+i)^t}{(1+i)^t}.$$  \hspace{1cm} (4.2)

This operation guarantees return of the initial investment at maturity date. The difference between:

$$nS_0 - \frac{nS_0}{(1+i)^t},$$  \hspace{1cm} (4.3)

offers a space for creating a new option strategy.

Let us buy cash and nothing and knock-out portfolio call option on the same basket of assets, strike price $X$, expiration time $T$, time to maturity $t$, fix amount of cash $A$, premium $c$ and barriers in the form of initial asset values of assets from the basket; and at the same time, sell $n$ cash or nothing down and knock-out portfolio put options with the same parameters and the premium $p$.

If the following conditions are met:

$$np - nc + n \left( nS_0 - \frac{nS_0}{(1+i)^t} \right) \geq 0,$$

$$A + B = C,$$

then we can easily deduce the income function of the alternative investment as the sum of the profit function (2.9) and (2.10) modified for four-asset basket.
When assuming the existence of the cash or nothing barrier portfolio options with the characteristics:

- options and certificate shall be issued on the same underlying asset, \( C = kN \),

\[
np - nc + n \left( nS_0 - \frac{nS_0}{(1+i)^t} \right) = 0,
\]

- option and certificate have the same barriers defined by the starting value of the same basket of assets, time of purchase of options and certificate is the same, then the profit function of alternative investment opportunities (4.5) is identical with the profit function of the certificate (4.1).

Conclusion

The paper presents a proposal of the new guarantee certificate. Guarantee certificates generally guarantee 100% of the initial invested amount. Therefore they are suitable for conservative investors. A proposed guarantee certificate is appropriate for investors who do not expect a decrease under barrier level or a significant growth of underlying asset price.

In the first place the brief description of particular exotic options is introduced. This paper is focused on barrier option, mainly on their profit functions, buying a down and knock-out call options and selling a down and knock-out put options, description of portfolio barrier option and cash or nothing options as interesting types of vast group of exotic options. Following this, the exotic hybrid option - cash or nothing portfolio barrier option, its introduction, basic characteristics and profit functions from buying and selling of certain quantity were presented.

The practical part of this work demonstrates the application of exotic options in investment certificate formation. The basic features and derivation of the profit function from the purchase of this certificate were described. We found the alternative investment like an investment in a bank deposit, buying digital barrier portfolio put options and selling digital barrier portfolio call options that has the same profit profile as the certificate. Assumption of certain conditions for cash and nothing barrier portfolio options can declare that the profit function of alternative investment opportunities is equal to the profit function of proposed certificate.
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Abstract

The proposal of this paper is to analyze the break-even point of technological implementation from a firm, in theoretical and empirical terms. First, I have defined the Technological break-even point by building an analytical framework. The analysis points out that technological implementation is a complex activity and technological gaps among firms depend upon different dynamic of net costs and net benefits generated by new technology. Second, I have verified the significance of technological break-even point by estimating, with an econometric analysis, the labor productivity function of Sylos Labini for Italian regions in the period 1998-2003 for the manufacturing firms. As results show, the technological break-even point is significant.

Keywords: break-even point of technology, labor productivity.

JEL classification: O14, O33, R11

1. Introduction

In this paper, I intend to address the issue of the effects that technological implementation technology can have on a firm through a theoretical and empirical analysis. I’m going to define the technological break-even point by building a framework consisting of some important heterodox theoretical contributions in this area of research. As the economic literature draws, innovation is the main tool for competitiveness in any firm. The introduction of new technology in the production process can take place through either technology transfer or through technology development within firm.

This process involves the entire production structure in terms of organization and competencies. Sometimes the successful results of a technology may depend precisely upon the outcome of this particular step. This paper focuses on this very crucial moment in productive process, by explaining what are opportunities and difficulties caused by the implementation of a new technology within firm. To this end, I am going to start by declining costs and benefits of the implementation of a new technology. Furthermore, I intend to support, indirectly, some main features of theoretical study with an empirical analysis on Italian regions of manufacturing sectors in the period 1998-2003. Analytical framework and empirical analysis highlight that technological implementation is a complex process. In fact it involves non-trivial net costs as well as economic net benefits after the technological break-even point.

2. Theoretical framework

First of all, I’m going to describe the main components of costs and benefits deriving from technology implementation by building a framework of technological break-even point. The main aim of this part is to identify the relevant items of cost and benefit, through a description that highlights quality features rather than quantitative elements. In fact, analysis does not go into any particular specification related to the type of firm and technology. For example in some cases costs may be una tantum because they will be extinguished before technology is in use; in other cases there will be costs as long as technology is used.

17 I would like to thank Marcella Corsi, Carlo d’Ippoliti, Paolo Palazzi, Alessandro Roncaglia for helpful comments and two anonymous referees. The usual disclaimer applies.

18 Dipartimento di Economia e Impresa, Università degli studi della Tuscia, Via del Paradiso 47, 01100 Viterbo, Italy
The introduction of new technology within a firm involves a number of costs that can be classified into fixed and variable. Fixed costs are entry costs ($C_E$), while variable costs are the costs of assimilation ($C_A$). I’m going to define two types of entry costs:

$$C_E = C_{AC} + C_{TR}$$ (1)

accumulation costs ($C_{AC}$) and transfer costs ($C_{TR}$). If the new technology is created within firm, entry costs are those of accumulation represented by investments in R&D, training, research facilities. In the case of technology transfer both costs are observed. In fact, before the acquisition of a new technology there is an accumulation step in which firm must acquire a minimum scientific infrastructure and knowledge to accommodate new technology, which may require capital expenditures for new facilities (such as laboratories and new plants) and to train workers (Perez and Soete, 1988, p. 472; Boggio Seravalli 2003). Transfer costs have three components

$$C_{TR} = (P_T + S)C_{OP}$$ (2).

The first component is the price of technology ($P_T$) and it is often represented by patent. Moreover, there are costs for searching the technology ($C_S$) that depend upon gap between the skills of buyers (such as managers and engineers) and the skills necessary both to grasp the opportunities offered by international market and to select those ones most appropriate for their needs (competence gap). These costs may for example correspond to the costs of external consultants (Heiner 1983, Dosi and Orsenigo 1988, Foss, 1993). Both costs are multiplied by the opportunity cost ($C_{OP}$) of not choosing optimal technology. This cost depends upon the probability that technology may be not the most efficient (potential inefficiency) as well as the difficulty, often insurmountable, of firm to quickly change the technological choice once it have found it to be faulty (inflexibility) (Arthur 1988, Cowan, Gunby 1996). Transfer costs can depend upon information asymmetry between buyer and seller in the sense that the latter has obviously a greater knowledge of technology than the former. Firm may buy new technology with an overcharge (respect to real quality). Firm also has a higher probability of choosing a technology that turns out to be ineffective (with increasing opportunity cost).

According to the neoclassical approach technology is a set of techniques consisting of different combinations of capital and labor. On the contrary, in this analysis, technology is seen not only as a set of inputs, but mainly as information that must be understood and processed. In order to do this, when firm starts to use new technology, it has a number of new costs to adapt the organizational structure to new requirements. I will call these costs assimilation costs ($C_A$)

$$C_A = C_C + C_{AL} + C_L$$ (3).

The first component of $C_A$ in (3) is the result of change costs ($C_C$). They are related to the deletion of production procedures and organizational structures of old technology that are inadequate for the new one. The second component is the algorithmisation costs ($C_{AL}$), which are costs brought about the codification of new information, to make the basic elements of the new information easy and approachable to all employees, and about the implementation of new routines; where routines mean standard procedures that are applied in different divisions of firm (such as production and marketing) (Zuscovitch and Willinger, 1988; Brown and Duguid 2001).

The knowledge of new technology is a process that takes time and involves costs for at least two reasons. First, technology cannot be fully understood except through its use, because there is information that can be learned only through experience, so-called tacit knowledge. Second, a continuous updating of skills is needed in order to maintain machinery and/or solve new problems. For these reasons, the third component of assimilation costs is represented by the costs of learning new information and generating new skills derived from direct and prolonged use of technology (learning costs, $C_L$). Figure 1 summarizes this classification.
Let us consider the benefits of the introduction of new technology. The benefits can derive from technology appropriability and from technological spillovers. The technological appropriability refers to a set of economic benefits obtained through new technology thanks to the sale of new products (particularly if invention relates to a technology product), and/or increased competition (particularly if invention relates to a technology process) (Malerba, Heimler and Peretto 1993, Malerba, 2004). These economic benefits are composed of higher profits, higher shares of national market (if consumers are prepared to uphold new good and/or increase their consumption at lower prices) and/or international market (if economic conditions and international policies are favorable). After carrying out an analysis of some costs and benefits of implementing a new technology, I build a graph regarding cost - benefit analysis.

The aim of this framework is to describe, in general terms, the main features of cost and benefit components without dwelling on the characteristics of firm and technology. Thus, the functions that will be shown in graph are defined in easy terms to provide a clear picture of phenomenon by highlighting only the main elements. To this end, it is assumed that the trends of costs and benefits are represented by continuous functions. The costs of technology implementation can be represented by a variable $C$ that depends upon cumulative output $x$:

$$x = f \left( \int X_i dt \right)$$

(4)

where: $X_i$ is the current production at time $t$. It may represent costs through the following function:

$$C_i = \theta_1 + x_i^{\theta_2}$$

(5)

where respect to the cumulative production $x$, parameter $\theta_1 > 0$ represents entry costs and $x_i^{\theta_2}$ represents assimilation costs with $0 < \theta_2 < 1$. I assume that entry costs are *una tantum* and that unit costs of assimilation are decreasing compare to cumulative output. The function of benefits is the following:

$$B_i = \phi_1 x_i - \phi_2 x_i^2$$

(6)

with $\phi_1, \phi_2 > 0$.  

---

Figure 1 - The knowledge of new technology classification
In the graph from the Figure 2, benefits and costs are in vertical axis, while in horizontal axis is the cumulative output. Point \( x_0 \) is the level of cumulative output concerning the introduction of new technology.

Every technology has its own life cycle; it is born, grows and dies for technological and economic reasons. Then, technical progress takes place when new technologies replace old ones that have become obsolete. This is described in the graph:

- the interval \( x_0 - x_1 \) indicates the implementation step, when there are positive net costs;
- \( x_1 \) represents the point of technological break-even point beyond which new technology finally produces positive net benefit;
- the interval \( x_1 - x_2 \) is the take-off step in which the net benefits grow;
- \( x_2 \) indicates the situation of the maximum competitiveness, that is, when there is the maximum difference between benefits and costs;
- interval \( x_2 - x_3 \) indicates the decline step, when technology is crowded out by a new technology that enters in domestic market and/or international market and the firm that implements new technology increases its shares and profits at the expense of firms that use old technology;
- \( x_3 \) is the saturation point beyond which technology produces positive net costs.

According to the theoretical approach of Johnson and Lundvall (1994), in order to reduce the accumulation costs, and to move down the \( C \) function by reducing the parameter \( \theta_1 \), the firm has to increase two components of codified knowledge (that is the knowledge that is produced and transmitted through formal channels): the first one is know what that indicates the codified information of the relevant facts of reality; the second one is know why that is a scientific knowledge of the causes of phenomena analyzed. Instead, in order to reduce the assimilation costs, firm has to increase two components of tacit knowledge (that is the knowledge that is produced and transmitted informally): the first one is know-how, that is knowledge of how to act and about practical skills; the second one is know who, that is information about who can solve specific problems in order to minimize the cost of the acquisition of new knowledge. The know - who is very useful to reduce the search costs of new technology.

There are benefits from spillover generated by new technology that can stimulate a network among firms. This network of technological knowledge can create a cumulative process of technological development within the same sector (vertical spillovers) and/or among different sectors (horizontal spillovers) thanks to technological complementarities. In that context, both interaction between public institutions (local and national) and firms, and interaction among firms themselves (such as joint ventures) are relevant in order to choose the best technologies (by reducing the cost of research and opportunity costs), to sustain and promote investments in infrastructures, to train and to disseminate new skills (by lowering accumulation costs) (Chesnais, 1988; Cimoli, Dosi, Nelson and Stiglitz, 2006). In particular, the role of government revolves around the following activities: to create effective industrial policies in order to set priorities of different technological areas; to encourage
private sector in order to follow the path of technological development; to solve structural problems; to provide the output of public research to private sector; and finally to support domestic firms in competing in international market. The externalities produced by inter-firms cooperation sustain technological development. The work of public and private institutions can improve the technological performance of firms in several ways: by reducing entry costs through structural interventions for both firms and educational system; by reducing assimilation costs, with creation and management of service facilities for firms; and finally through technological spillovers that foster business cooperation and development of productive and technological significant complementarity.

However, there may also be negative effects of interactions as free riding. In addition, the failure of coordination among firms, and between firms and institutions may prevent full dissemination of knowledge and learning (learning and knowledge-creation failure; see Cimoli, Nelson, Katz, Studart, 2003). Finally, entitlements failures may produce some difficulties in entering in technology market (Cimoli, Nelson, Katz, Studart, 2003)

Figure 2 shows an ex ante analysis of costs and benefits expected by a firm, due to the introduction of new technology. The firm will buy only technology that will maximize the following function:

$$\max \int_{x_1}^{x_2} (B_t - C_t) dx_t$$

Firm cannot know in advance some of the elements of cost (such as the competence gap, information asymmetry, opportunity costs). According to this “micro” approach, in disadvantaged areas technology diffusion does not occur, or it occurs with many difficulties, because a firm can fail to take technical and economic net benefits from the introduction of new technology and it waives implementation.

According to neoclassical approach, in general, a firm chooses the best technology, and instantly uses it. This occurs in absence of externalities and uncertainty. Furthermore, learning process may not occur and if it does, it is automatic, predictable, free of charge and it is not characterized by externalities. Instead, in the theoretical framework of this paper, which incorporates several important heterodox contributions, the introduction of new technology is not something trivial and instantaneous. Moreover, learning technology is a process that takes time and involves costs, and various public and private institutions directly and/or indirectly give rise to spillovers and externalities. Finally, the outcome of implementation is uncertain: in other words, the difference between the area of costs and benefits cannot be known a priori in terms of both size and sign (Lall, 2001).

3. Econometric analysis

Previous theoretical analysis has identified a technological break-even point that is a point before which net costs are positive, and beyond which net benefits are positive. In this second part, I aim to study technological break-even point by an empirical point of view. I’m going to verify the significance and the sign of the effects of investments (current and past), which approximate the technology embodied in new machinery, on the growth rate of labor productivity, which can approximate net benefits.

Data are drawn from the ISTAT database “Regional Economic Accounts” which includes the 20 Italian regions. Period is six years, 1998-2003. Following the ISTAT classification, manufacturing sectors are the following nine: “Manufacture of food products, beverages and tobacco products”, “Manufacture of textiles and apparel”, “Manufacture of leather and leather products”, “Manufacture of paper and paper products, printing and publishing”, “Manufacture of coke, refined petroleum products, chemicals and pharmaceutical products”, “Manufacture of basic metals and fabricated metal products”, “Manufacture of machinery and equipment, and of electrical, optical and transport equipment”, “Manufacture of wood, rubber, plastics and other manufacturing industries”.

The use of machinery growth rate can be a good approximation of technological implementation. In fact in 2004, in industrial firms between 10 and 49 employees (which represent the
majority of Italian firms), the share of investment spending in machinery and equipment innovation were equal to 63.3 percent of total expenditure on innovation (ISTAT, 2006). As noted by Schumpeter [Business Cycles, Vol. I, p. 93], most of the innovations - and certainly the most important - involve the construction of new facilities or new equipment” (Sylos Labini, 1967, p.96). The previous analysis has shown that the impact of new technology on production process is different in time: at first it generates positive net costs, while subsequently it causes positive net benefits. For this reason, I’m going to calculate the effect of investments on the productivity growth rate in the short term and in the medium term.

To this end, I’m going to estimate the productivity function à la Sylos Labini that has as independent variables, current and past investments. Let us illustrate in detail the composition of this function (Courses and Guarini, 2007; Guarini, 2007, 2009). According to Sylos Labini, the growth rate of labour productivity can depend upon endogenous innovations that are changes in technology driven by economic factors. These are composed of three elements: production, labor costs and investments. The first component is the growth rate of output (or income): according to the Smith, the increase of market size stimulates the division of labor with positive effects on labour productivity, thanks to static and dynamic economies of scale (Smith effect) (Corsi, 1991). The second component is represented by the growth rate of relative labour cost meaning the difference between wages and the price of machinery. The increase of this variable makes the job more expensive relatively to machinery, and thus the firmer is persuaded to buy new machinery. Positive effect on productivity takes place after the introduction and use of machinery. For this reason the variable regarding this effect is time lagged (Ricardo effect). Finally there are current and past investments. The latter have a positive effect that can be called “Schumpeter effect”. Current investments, according to Sylos Labini, have a negative effect called “disturbance effect” whose explanation is as follows:

“This paradox can be explained by the fact that each year the majority of investments are implemented by existing firms, not by new ones, and the installation of new equipment causes several disturbances in operations concerning current production since it obstructs, even physically, certain operations and it absorbs the energies of managers and engineers, who can devote less attention to the ordinary operations of their businesses”. (p.123 Sylos Labini 1984, cf. Sylos Labini 2004, pp. 43-44 and Sylos Labini 1992 p.150).

So the aim of empirical analysis is to estimate the statistical significance of the technological break-even point previously analysed in relation to technological implementation. I’m going to test econometrically the productivity function à la Sylos Labini. In this function, technology implemented generates in the short term positive net costs concerning the disturbance effect of machinery growth rate and in the medium term it shows positive net benefits represented by time lagged machinery growth rate - Schumpeter effect. (Corsi, Guarini 2007)

Consequently, for this type of analysis the “control variables” are the variables of Smith effect and Ricardo effect, while the “focus variables” are the variables of Schumpeter effect and disturbance effect. The productivity function considered follows the integrated approach of Sylos Labini, in the sense that macro and micro elements are integrated due to the origin of effects considered.

Many empirical studies about use regional or national data to explain Smith effect (called also “Verdoorn Law”) and they stress the links between micro level and macro level caused by the complex nature of economies of scale (such as Bianchi 2002; De Stefanis 2002; Fingleton and McCombie 1998; Lau1998 Harris, 1999; León-Ledesma, 1999, 2000; McCombie and Ridder, 1983, 1984; Ofria 1997).

As far as Ricardo effect is concerned, Sylos Labini justifies the link between micro and macro levels of analysis with the interaction between productivity growth and relative labour cost. At the beginning, technical progress leads to an increase in relative labour cost. In fact if we assume that labour productivity tends systematically to increase, there will always be a positive difference between wages and prices when the distribution of income does not change dramatically (see Sylos Labini, 1991 p.295).

Successively, an increase of relative labour cost may lead to further increases in labour productivity being it in same firm or in others. To neutralize the effects of these cost increases, all firms try to reduce the coefficient of work by increasing labour productivity. In sectors in which the
increase of labour productivity exceeds the increase of wages, there will be room for further wage increases. Then there will be a process of interaction, which is perpetuated and strengthened by the belief, widespread among managers, that wages have a systematic tendency to increase. Therefore, the same producers of machinery will improve the efficiency of their products even before of wage increases (see Sylos Labini, 1989, p. 69).

From this point of view, the productivity gains are both cause and effect of wage increases. They can be the Cause of wage increases, since the increase in labour productivity stimulate unions to request further wage increases and it allows firms to pay them. Under certain conditions, indeed, firms voluntarily decide to grant higher wages both to attract (and keep) the more efficient workers and to ensure "social peace" in firm. They can be the Effect of wage increases since firm tries to offset the wage increases by labour-saving, or in absolute terms, with rationalisation of production processes, or in relative terms, with the introduction of machineries that enhance labour productivity (see Sylos Labini, 1984, pp.117-118).

As far as Schumpeter effect is concerned, the use of macro data to test micro effects is justified by the nature of innovation. In fact according to Schumpeterian concept of competition, innovation in a firm can generate both a process of imitation and diffusion of innovation for competitor firms who are able to react, and a failure for firms that are not able to innovate; in both cases innovation of a firm causes a widespread growth in labour productivity.

“[...] The diffusion process of innovations can be identified with the Schumpeterian competitive process [...]. For Schumpeter the entrepreneur who implements an innovation obtains a particular gain - the «surplus» or «profits» - . The competitive process takes place in two stages: «First, the attractiveness of gains raises a host of imitators of innovator entrepreneurs; then the fear of loss forces several producers to introduce new methods; the firms not able of transformation and adaptation are eliminated»” (Sylos Labini, 1989, 45-46).

The competitive mechanism, depending upon the size of entry barriers, is driven by creative destruction that “is the selecting out of firms or their routines by the pressure from an innovation. The process of creative destruction is a combination of this kind of selection and the innovative activities that drives the process’” (Anderson et al. 2006, p.6).

The above framework on the technological break-even point in a firm can be analysed, with good approximation, by using aggregated data at the regional level. According to the Schumpeterian approach of Sylos Labini, I will assume that a positive growth rate of labour productivity in a firm caused by innovation can generate direct and indirect effects of innovation, imitation and selection with an increase of the growth rate of labour productivity at the sector level. While Sylos Labini uses national data, time series and few observations, I will use panel data, about one thousand observations and regional data. Finally I will introduce the time lagged growth rate of labour productivity to make function more dynamic (absent in the Sylos Labini’s regressions). The production function estimated is the following:

\[
prod_i = A + \alpha \prod_{i,t-1} + \beta y_{it} + \gamma c_{it-2} + \lambda_0 k_{it} + \lambda_1 k_{it-1} + \lambda_2 k_{it-2} + \epsilon_i + \mu_i
\]

(8)

where \( \prod_{i,t} \) and \( \prod_{i,t-1} \) are the labour productivity growth rates, respectively, at the current time and at time t-1, \( y_{it} \) is the current growth rate of value added, \( c_{it-2} \) is the growth rate of relative labour cost at time t-2, \( k_{it} \) is the current growth rate of machinery, while \( k_{it-1} \) and \( k_{it-2} \) are time lagged growth rates of machinery. The coefficients \( \beta, \gamma, \lambda_2 > 0 \) and \( \lambda_0 < 0 \) represent respectively Smith effect, Ricardo effect, Schumpeter effect and disturbance effect. Finally, \( \epsilon_i \) is the white noise variable, \( \mu_i \) indicates individual effect of observations. The choice of a two-year lagged for the control variable regarding the Ricardo effect is coherent with the analysis of Sylos Labini (1984).

Regarding the machinery growth rate, while Sylos Labini (1984) considers only current and the two-year lagged values, in this paper I also include values of one-year lagged, to better study the transition from a negative effect to a positive effect of investments. This change in the sign of investments’ effect can indicate technological break-even point.
The estimation procedure is the GMM difference approach (Arellano-Bond 1991). In this way I take into account the potential endogeneity of $\text{prod}_{t-1}$, $\text{cr}_{t-2}$ and of $\text{y}$. This last endogeneity is due to the inverse causal relationship from the income growth rate to labour productivity growth rate. In fact, according to accounting identity, income growth rate can be decomposed into the sum of labour productivity growth rate and employment growth rate. Furthermore, several studies validate Smith effect by using different econometric techniques (Rowthorn 1975; Parikh, 1978; McCombie and de Ridder, 1983, 1984, Leon-Ledesma, 1999, 2000; McCombie, 1981; Fist 1995; Førsund 1996); Destefanis, 2002).

I verify the “disturbance effect” with one year lagged machinery growth rate ($\lambda_0$ with s=1) and two years lagged machinery growth rate ($\lambda_s$ with s=2). I introduce these variables to better assess their significance. According to the results, the productivity function of Sylos Labini is verified in all components and in particular the Schumpeter effect is represented by $\lambda_1$, while $\lambda_1$ is not significant. With regard to control variables, the Smith effect seems to be the most significant effect. The regression verifies indirectly the significance of technological break-even point by validating the existence of a difficulty to implement new technology. The disturbance effect has a negative sign ($\lambda_0<0$), while the Schumpeter effect is positive ($\lambda_2>0$). According to the regression, the introduction of new technology embodied in new machineries has a negative short term impact, because the whole activity of the firms is “disturbed” in order to adapt production process to new technology.

Table 1. GMM difference estimates of Italian regional labor productivity

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{prod}_{t-1}$</td>
<td>-0.205*</td>
<td>-0.021</td>
</tr>
<tr>
<td>$\text{y}$</td>
<td>0.921**</td>
<td>0</td>
</tr>
<tr>
<td>$\text{cr}_{t-2}$</td>
<td>0.252*</td>
<td>0.041</td>
</tr>
<tr>
<td>$k$</td>
<td>-0.086*</td>
<td>0.017</td>
</tr>
<tr>
<td>$k_{t-1}$</td>
<td>-0.019</td>
<td>0.48</td>
</tr>
<tr>
<td>$k_{t-2}$</td>
<td>0.070**</td>
<td>0.04</td>
</tr>
</tbody>
</table>

Test statistics:

<table>
<thead>
<tr>
<th>Test statistic</th>
<th>Coefficient</th>
<th>P-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>AR(1) test</td>
<td>-3.27**</td>
<td>0.001</td>
</tr>
<tr>
<td>AR(2) test</td>
<td>-1.73</td>
<td>0.083</td>
</tr>
<tr>
<td>Hansen J test</td>
<td>41.09</td>
<td>0.511</td>
</tr>
<tr>
<td>Time Dummies test</td>
<td>18.73**</td>
<td>0.002</td>
</tr>
<tr>
<td>Observations</td>
<td>890</td>
<td></td>
</tr>
</tbody>
</table>

* $p<0.05$, ** $p<0.001$, (p = p-value. Standards errors are robust to heteroschedasticity. The reported estimates are based on the one-step version. AR(1) test is for first-order serial correlation test; AR(2) test is for second-order serial correlation test.

Conclusion

In this paper I examined the technological implementation in a firm, in terms of costs and benefits, by studying theoretical and econometric aspects. First, I built an analytical framework of theoretical contributions to identify a technological break-even point that is a point before which the net costs are positive, and beyond which the net benefits become positive. The components of costs concern economic and organizational costs, and investments in skills. The components of benefits concern technological appropriability and spill-over effects. The size of these components may also depend upon various institutional factors.

Successively, I studied technological break-even point by an empirical point of view. I verified the significance and the sign of the effects of investments (current and past), which approximate the technology embodied in new machinery, on labor productivity growth rate, which can approximate net benefits. To this end, I estimated a productivity function à la Sylos Labini of Italian regions for different manufacturing sectors. The control variables are: time lagged growth rate of labour productivity; income growth rate -Smith effect--; the growth rate of relative labor cost (the
difference between wage growth rate and machinery’s price growth rate) -Ricardo effect-. Instead the variables on which I focused the study are those regarding technological break-even point. They are time lagged machinery growth rate -Schumpeter effect- and current machinery growth rate -disturbance effect-. The econometric results validate the statistical significance of all components of productivity function. In particular, technological break-even point is verified: in fact the time lagged growth rate of machinery, of two years, has a positive effect, instead the current machinery growth rate has a significant negative effect.
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Abstract
One of key outcomes of open economy macroeconomics refers to a crucial importance of an investment-saving relation affecting a current account determination. However, despite a relative diversity in exchange rate regimes in European transition economies, there is still a substantial potential to analyze price effects of real exchange rate dynamics on current account adjustments. Rigorous investigation of relative changes in real exchange rates leading paths and associated adjustments in current accounts may reveal causal relationship between real exchange rate dynamics and international competitiveness in order to observe its redistributive effects. This purpose is even more significant provided that economic crisis has intensified redistributive effects that still provide quite diverse and thus spurious effects on current account adjustments.

In the paper we analyze main aspects of current account adjustments in European transition economies. Our main objective is to observe a relationship between real exchange rate dynamics and current account adjustments (in countries with different exchange rate arrangements). From estimated VAR model we estimate responses of the current account to the real exchange rate (REER calculated on CPI and ULC base) shock. To provide more rigorous insight into the problem of the current account adjustments according to the real exchange rate dynamics we estimate the model for each particular country employing data for two subsequent periods 2000-2007 and 2000-2012.
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1. Introduction

Macroeconomic stability and overall performance of the European transition economies during last two decades has been significantly determined by the exchange rates development. Large diversity in exchange rate regimes employed by individual countries and subsequent policy adjustments reflected overall improvements in macroeconomic performance and accelerated convergence toward western European countries during this period.

Relative importance of the exchange rate regime choice in determining international competitiveness of transition economies seems to be a frequently discussed area (particularly for understanding a wide variety of unique features of the transition process) not only by policy-makers but also academics trying to find some supportive considerations from empirical evidence on different samples of a wide variety of countries. At the same time it is necessary to highlight key outcomes of open economy macroeconomics emphasizing a crucial importance of an investment-saving relation affecting current account adjustments (intertemporal model).

Almost immediately after the beginning of the transition process countries from the past Eastern block have become a very attractive destination for foreign investors; the fact that even emphasizes the huge demand of this investments-intensive process for internal sources of a capital. However, persisting low domestic capital base put countries from the past Eastern block into the risk of lagging recession and thus it seems to be a crucial reason of early efforts toward capital account liberalization. At the same time, associated capital account surpluses (foreign capital inflows) helped transition economies to finance current account deficits. As quickly rising net debtors, countries from the past Eastern block had to avoid significant external imbalances in order to reduce pressures on their foreign exchange reserves. Persisting current account imbalances thus represented one of the most crucial risks associated with overall sustainability of rigid exchange rate regimes (either hard or soft pegged) in most countries (despite Romania and Slovenia that employed floating exchange rate regime during the whole period since the beginning of the transition process).

At later stages of the transition process European transition economies successfully improved conditions for maintaining their overall macroeconomic stability (in all countries from the past Eastern
block the initiation of this period refers to the beginning of the 21st century). As a result, most countries with soft pegged exchange rate regimes gradually increased flexibility of employed exchange rate arrangements and thus improved overall maneuverability of the exchange rate leading path (Mirdala, 2013). It seems that associated policy adjustments helped to increase fundamental interconnections between macroeconomic performance and exchange rate dynamics. Accelerated convergence toward western European countries associated with high real output growth rates implied increased intention to reduce excessive internal (fiscal deficit) and external imbalances (the current account deficit) to maintain fast economic growth (Siničáková et al., 2011).

High real output growth rates, EU membership as well as euro adoption perspectives strengthened appreciation pressures on nominal exchange rates in all European transition economies but countries with pegged exchange rate arrangements (Bulgaria, Estonia, Latvia and Lithuania) (Stavarek, 2012). Despite a relative diversity in exchange rate regimes in all ten countries there is still a substantial potential to analyze price effects of (externally (nominal) or internally (real) determined) real exchange rate dynamics on current account adjustments. Rigorous investigation of relative changes in real exchange rates leading paths and associated adjustments in current accounts may reveal causal relationship between real exchange rate and international competitiveness in order to observe its redistributive effects (Rusek, 2013). This purpose is even more significant provided that economic crisis has intensified redistributive effects that still provide quite diverse and thus spurious effects on current account adjustments. Even though the contemporary evidence on empirical validity of causal relationship between the real exchange rate and the current account seems to be limited (Arghyrou and Chortareas, 2008), we emphasize challenges addressed to the phenomenon of internal devaluation (Armingeon and Baccaro, 2012) and wide range of its direct and indirect effects in the Eurozone member countries (in general, principles and associated effects of internal devaluation may be applied in countries with rigid exchange rate arrangements too).

Despite the fact, there seems to be no real prospective alternative to euro adoption for the European transition economies, we emphasize disputable effects of sacrificing monetary sovereignty in the view of positive effects of exchange rate volatility and exchange rate based adjustments in the country experiencing sudden shifts in the business cycle. On the other hand, due to existing diversity in exchange rate arrangements in the European transition economies in the pre-ERM2 period there seems to be two big groups of countries - “peggers” (Bulgaria, Estonia, Latvia, Lithuania) and “floaters” (Czech republic, Hungary19, Poland, Romania, Slovak republic, Slovenia). Effects of the real exchange rate dynamics on the current account adjustments in both groups of countries can be conventionally interpreted as the crucial contribution in understanding fixed versus flexible exchange rates dilemma (Mirdala, 2013). At the same time, macroeconomic effects of different exchange rate arrangements during the crisis period may provide a better insight into suitability of relative exchange rate volatility in each individual economy during sudden changes in the business cycle.

In the paper we analyze main aspects of current account adjustments in European transition economies. Our main objective is to observe a relationship between real exchange rate dynamics (in countries with different exchange rate arrangements) and current account adjustments. From estimated VAR model we estimate responses of the current account to the real exchange rate (REER calculated on CPI and ULC base) shock. To provide more rigorous insight into the problem of the current account adjustments according to the real exchange rate dynamics we estimate the model for each particular country employing data for two subsequent periods 2000-2007 (pre-crisis period) and 2000-2012 (extended period). In both models for each country we alternate both CPI and ULC based REER. We suggest that a comparison of results for models with different time period is crucial to understand redistributive effects of the economic crisis in the view of changes in real exchange rates determination capabilities in the group of ten countries from the past Eastern block.

Following the introduction, we provide brief overview of theoretical concept referring to relationship between real exchange rate dynamics and current account adjustments in the Section 2. In Section 3 we provide an overview of the current empirical evidence about current account adjustments and real exchange rates dynamics. While the area of our research seems to be well documented in current empirical literature it seems that effects of real exchange rates on current accounts are unclear

19 Hungarian forint operated during pre-crisis period in de facto fixed peg regime, but due to substantial range for fluctuations provided by wide horizontal bands it was included in the group of countries, so called “floaters”
or even puzzled. In section 4 we observe main trends in the current account development in European transition economies and highlight some stylized facts about common implications resulted from its determination. In Section 5 we provide a brief overview of the VAR model (recursive Cholesky decomposition is employed to identify structural shocks) we employ to investigate responses of the current account to negative one standard deviation REER shocks. In section 6 we discuss main results.

2. Exchange rates dynamics and current account adjustments

Exchange rate unexpected fluctuations determine economic development of countries the way quite similar to any other type of exogenous shocks. Unpredicted volatility in exchange rate short-run path (Bratu, 2011) affects macroeconomic performance the way that may be a subject of academic as well as economic policy discussions. Overall exposure of countries to negative implications of exchange rate volatility represents one of the areas of empirical investigations related to fixed versus flexible exchange rate dilemma. Rigorous analysis of various aspects of exchange rate fluctuations in terms of macroeconomic performance causal effects is considered to be a crucial outcome of not only exchange rate determining potential but also key information for exchange rate policy or policy decisions related to exchange rate regime shifts.

Exchange rate appreciation (depreciation) may suppress economic activity in country causing foreign prices of goods to decrease in comparison with domestic prices of goods. As a result, exchange rate appreciation and subsequent decrease in foreign competitiveness of domestic goods on foreign as well as domestic markets shifts expenditures from domestic goods to goods produced abroad (Mirdala, 2012). Negative impact of exchange rate appreciation on the current account is significantly determined not only by a shift in demand preferences but also by the ability of domestic economy to shift unused production capacities to more perspective areas with growing potential.

While the traditional approaches emphasize negative effects of exchange rate appreciation on the real output in the domestic economy, alternative approaches (Mendoza, 1992) highlight the presence of some positive implications. Exchange rate appreciation causes the prices of exports to rise while it is generally expected the prices of imports are going to decrease. Considering lower exports and imports price elasticity (in short period), exchange rate appreciation causes net export to rise due to export of goods increase while import of goods tends to decrease. As a result, the real domestic income rises.

At the same time, aggregate supply chain can accelerate a positive impact of exchange rate appreciation on performance of domestic economy. In the less developed countries with inputs being mainly imported (in general production of inputs in such countries is expected to be ineffective), exchange rate appreciation reduces costs of domestic companies. As a result, positive effects of costs reduction due to exchange rate appreciation obviously oversize a negative impact of the contractionary effects related to an increase in domestic tradable goods prices.

Finally we may conclude, exchange rate appreciation causes the current account deficit (due to net export deficit) and costs of production reduction. Similarly, exchange rate depreciation causes an increase in net export and costs of production increase. Combined effects of demand and supply channels determines the overall determination potential of exchange rate volatility on real output and level of prices (Stavarek, 2013).

3. Overview of the literature

Bussiere, Fratzscher and Muller (2004) analyzed the current account determination in 33 countries employing intertemporal approach via regression analysis considering effects of fiscal stance of government as well as real exchange rate deviations. Authors suggest that current account balances of countries included in the model are close to their structural current account positions confirming a validity of the intertemporal approach. Arghyrou and Chortareas (2008) investigated the dynamics of the current account adjustments and the role of real exchange rates in the current account determination in the EMU. Despite a limited evidence of most theoretical models in explaining causal relationship between real exchange rates and the current account, authors confirmed above relationship with significant validity and subject to non-linear effects. Lee a Chinn (Lee a Chinn, 2006) analyzed implications of real exchange rate fluctuations on the current account development in 7 most developed industrial countries. Authors suggest that while the variation in the current account is
mostly determined by temporary shocks, permanent shocks seem to be much more crucial in explaining the variation in the real exchange rate. At the same time, their results confirmed validity of the intertemporal opened economy model. Sek a Chuah (Sek a Chuah, 2011) explored causality between the exchange rate changes and the current account adjustments in 6 Asian countries. Authors surprisingly conclude that the current account did not change much expected after the crisis. They suggest it is due to adjustments that authorities made in countries’ financial policies to reduce the excessive exchange rates volatility. Obstfeld a Rogoff (Obstfeld a Rogoff, 2005) focused their investigation on estimation of effects of global current account imbalances reduction on exchange rates (USD, EUR and Asian currencies) equilibrium path in the model with alternative scenarios. Gruber and Kamin (2005) estimated panel regression models employing data for 61 countries to observe the current account determination. However, their results did not provide supportive evidence for large US deficits nor large Asian surpluses.

4. Overview of main trends in current account imbalances

During the first decade since the initiation of the transition process at the beginning of the 1990s European transition economies experienced periods of excessive current account deficits. In line with intertemporal approach current account deficits reflect a negative trend in investment-saving ratio. While the current account adjustments reveals crucial and generally expected implications of continuously rising international integration of European transition economies (increased indebtedness, lacking competitiveness, fiscal imbalances, foreign capital inflows, etc.), there seems to be still enough room to investigate partial effects of dynamic changes in key current account determinants to observe associated current account adjustments.

Figure 1 provides a brief overview in the real exchange rates and current account main trends in ten European transition economies. To provide more rigorous overview of dynamics and volatility in real exchange rates, we employed quarterly data for real effective exchange rates (REER) calculated on the CPI (consumers’ price index) and ULC (unit labor costs) basis. Inclusion of REER calculated using different price deflators reveals more precise picture about changes in relative international competitiveness of countries.

Individual countries experienced current account deficits during the most of the period of intensified convergence (since the beginning of 2000s) toward western European countries. It seems that countries with tightly managed exchange rates (Bulgaria, Slovenia and Baltic countries) and lacking overall macroeconomic performance (Romania as well as Bulgaria) experienced excessive current account deficits with generally negative outlook during the most of the pre-crisis period. At the same time we have observed significant trend in CPI and ULC based REER discrepancies in most countries revealing asynchronous effects of processes determining internal changes in relative competitiveness.

---

20 Problems of persisting fiscal imbalances (fiscal deficits) seem to be much more frequent in countries with weak nominal anchor that is why Baltic countries and Bulgaria experienced much “healthier” fiscal stance of the general government.

21 Times series for ULC based REER till 2008 are missing in the source of our dataset.
Figure 1 - Current account dynamics and real exchange rates (2000Q1-2012Q4)

Note: Endogenous variables: CPI based real effective exchange rate (REER_CPI) and ULC based real effective exchange rate (REEU_ULC) are expressed as indexes (left axis in figures) (2008 = 100). Current account is expressed as percentage share in GDP (CU) (right axes in figures).


Figure 2 depicts mutual relationship (simple linear regression) between real output dynamics and export performance in European transition economies. In most countries economics growth seems to have positive effect on export performance. While the size of associated multipliers revealing propensity to export differs in each individual country, overall competitiveness of export industries seems to be crucial for export to catch up with high real output growth rates especially during the pre-crisis period.

Figure 2 Real Output Dynamics and Export Performance (2000Q1-2012Q4)

Note: Endogenous variables: Export performance (EX_D) is expressed as the relative change in the percentage share of export of goods on GDP. Real output dynamics (GDP_D) is expressed as annual percentage change of the real output.
It seems that export performance is not necessarily associated with the overall size and total openness of particular economies (i.e. Poland doesn’t seem to lag behind much smaller economies). At the same time, export performance of Baltic countries is quite low considering high growth rates of real output during the most of the pre-crisis period. Associated excessive current account deficits under rigid exchange rate arrangements thus reveal questions about effects of real exchange rate shifts (internally determined) and accompanied current account adjustments (see Section 6).

Final remark relates to revealed negative relationship between export performance and real output growth rates in two countries (Latvia and Romania). However, reason for such a misleading causality seems to be country specific. While generally considered as small open economy, Latvia’s export-to-GDP ratio increased only slowly during the pre-crisis period and significantly lagged behind real output growth rates (marginal propensities to export were also significantly smaller in comparison to import ones). Romania as much bigger and less opened economy suffered from low export performance during nearly whole pre-crisis period. While lower share of external demand (in comparison with domestic components of total expenditures) in large economies is obvious, excessive current account deficits and associated distortions between relative dynamics in domestic and foreign demand reflects large potential in improving competitiveness and attractiveness of exports. Regardless of revealed mutual relationships between export performances and real output growth rates our suggestions seem to be reasonable for all countries with persisting excessive current account deficits.

Table 1 reveals detailed results of correlation relationships between export performance and real output dynamics in European transition economies. In general, we have observed strong relationships between both categories during the first sub-period (2000-2002) (Czech republic, Estonia and Poland) and at the end of pre-crisis period (Hungary, Romania and Slovenia). At the same time, negative correlation coefficients in the second and third sub-period (2006-2008) (Czech republic, Latvia and Slovak republic) result from high real output growth rates negatively affecting export-to-GDP ratio and thus negatively affected averaged results for the whole group. Significant increase in the ratio during the third sub-period (2006-2008) is determined especially with an increased foreign demand associated with EU membership (8 of 10 countries entered EU in 2004, Bulgaria and Romania in 2007).

### Table 1. Real output dynamics and export performance (2000Q1-2012Q4)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>0.41</td>
<td>0.43</td>
<td>0.31</td>
<td>0.10</td>
</tr>
<tr>
<td>Czech republic</td>
<td>0.92</td>
<td>-0.54</td>
<td>0.89</td>
<td>0.82</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.73</td>
<td>0.39</td>
<td>-0.27</td>
<td>0.35</td>
</tr>
<tr>
<td>Hungary</td>
<td>0.48</td>
<td>0.33</td>
<td>0.88</td>
<td>0.55</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.35</td>
<td>0.42</td>
<td>0.21</td>
<td>-0.09</td>
</tr>
<tr>
<td>Latvia</td>
<td>0.31</td>
<td>-0.44</td>
<td>-0.69</td>
<td>-0.75</td>
</tr>
<tr>
<td>Poland</td>
<td>0.87</td>
<td>0.52</td>
<td>0.37</td>
<td>0.82</td>
</tr>
<tr>
<td>Romania</td>
<td>-0.26</td>
<td>0.46</td>
<td>0.69</td>
<td>-0.11</td>
</tr>
<tr>
<td>Slovak republic</td>
<td>-0.49</td>
<td>-0.54</td>
<td>0.45</td>
<td>0.49</td>
</tr>
<tr>
<td>Slovenia</td>
<td>-0.02</td>
<td>0.68</td>
<td>0.67</td>
<td>0.83</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.23</td>
<td>0.10</td>
<td>0.28</td>
<td>0.30</td>
</tr>
</tbody>
</table>

Source: Author’s calculation.

Crisis period cooled down overall demand (both domestic and foreign). As a result, mutual relationship between export performance and real output growth rates strengthened.

Figure 3 reflects mutual relationship between current account dynamics and price level of exports and imports in European transition economies. In general, an increase in terms of trade (prices of export-to-import ratio) maybe followed by current account improvement provided low price elasticity of exports and imports. However, persisting increase in terms of trade (due to exchange rate or domestic prices shifts) is obviously followed by deterioration in international competitiveness especially with increasing lag.
Relative prices of exports and imports did not seem to follow common trend. Detailed information averaged export-to-import prices ratios reveals Table 2. Most countries (as well as the whole group of countries) experienced general improvements in term of trade over time. It seems that decreased price competitiveness of international trade was associated with drop in export performance and real output growth rates relationships during the second sub-period (2003-2005). However, steady deterioration in terms of trade did not seem to affect this relationship in the third sub-period (2006-2008).

Figure 3 Export / Import prices and current account dynamics (2000Q1-2012Q4)

Note: Endogenous variables: Export prices (EX_P) and import prices (IM_P) are expressed as indexes (left axis in figures) (2005 = 100). Current account (CU) is expressed as percentage share in GDP (CU) (right axes in figures). Source: Compiled by author based on data taken from IMF - International Financial Statistics (May 2013).

Table 2 Terms of trade (2000Q1-2012Q4)

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>0.98</td>
<td>1.00</td>
<td>1.04</td>
<td>1.08</td>
</tr>
<tr>
<td>Czech republic</td>
<td>1.00</td>
<td>1.01</td>
<td>0.98</td>
<td>0.96</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.92</td>
<td>0.99</td>
<td>1.04</td>
<td>0.99</td>
</tr>
<tr>
<td>Hungary</td>
<td>1.01</td>
<td>1.01</td>
<td>0.99</td>
<td>0.98</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0.91</td>
<td>0.97</td>
<td>0.99</td>
<td>0.96</td>
</tr>
<tr>
<td>Latvia</td>
<td>0.97</td>
<td>1.00</td>
<td>1.01</td>
<td>1.03</td>
</tr>
<tr>
<td>Poland</td>
<td>0.96</td>
<td>0.98</td>
<td>1.00</td>
<td>1.00</td>
</tr>
<tr>
<td>Romania</td>
<td>0.90</td>
<td>0.97</td>
<td>1.15</td>
<td>1.26</td>
</tr>
<tr>
<td>Slovak republic</td>
<td>1.01</td>
<td>1.00</td>
<td>0.97</td>
<td>0.93</td>
</tr>
<tr>
<td>Slovenia</td>
<td>1.00</td>
<td>1.02</td>
<td>1.00</td>
<td>0.97</td>
</tr>
<tr>
<td>AVERAGE</td>
<td>0.97</td>
<td>0.99</td>
<td>1.02</td>
<td>1.01</td>
</tr>
</tbody>
</table>

Source: Author’s calculation.

Substantial decrease in demand for both foreign exports and domestic imports during the crisis period resulted in decrease in terms of trade and thus slightly improved price competitiveness of international trade in the group of countries.

Figure 4 reveals mutual relationship (simple linear regression) between export performance and CPI based REER in European transition economies. It is clear that an increase (appreciation) in REER was associated by the decrease in export performance in all countries (though with different intensity).
Figure 4 Export performance and real exchange rate (CPI based) dynamics (2000Q1-2012Q4)

Note: Endogenous variables: Export performance (EX_D) is expressed as the relative change in the percentage share of export of goods on GDP. CPI based real effective exchange rate (REER_CPI) is expressed as index (2008 = 100).

Source: Compiled by author based on data taken from IMF - International Financial Statistics (May 2013). Time series for CPI based REER we drawn from REER database ver. 29 (Darvas, Z., November 2012).

As a result, price elasticity of exports provides vital information to investigate the relative contribution of changes in international competitiveness to the overall attractiveness of exports on foreign markets (see Section 6 for more rigorous results for current account adjustments after CPI based REER shifts). While being identified as a generally low (but still significant), sensitivity of export performance to CPI based REER appreciation seems to be the highest in Poland and Slovenia.

Figure 5 reveals mutual relationship between export performance and ULC based REER in European transition economies. In comparison with the figure 4 we have revealed some interesting implications of internally adjusted NEER according to the average cost of labor per unit of output.

Figure 5 Export performance and real exchange rate (ULC based) dynamics (2000Q1-2012Q4)

Note: Endogenous variables: Export performance (EX_D) is expressed as a percentage share of export of goods on GDP. ULC based real effective exchange rate (REER_ULC) is expressed as index (2008 = 100).

Source: Compiled by author based on data taken from IMF - International Financial Statistics (May 2013). Time series for ULC based REER we drawn from REER database ver. 29 (Darvas, Z., November 2012).
In general, export performance of European transition economies seems to be more sensitive to competitiveness effects associated with changes in labor costs in comparison with consumer prices (excepting for Estonia, Poland and Slovenia) through the real exchange rate dynamics (see Section 6 for more rigorous results for current account adjustments after ULC based REER shifts). Moreover, we have examined a positive relationship between ULC based REER and export performance in Bulgaria. As a result, deterioration in price competitiveness due to labor costs increase did not seem to have the negative impact on export performance in Bulgaria. Because time series for the ULC based REER for Romania were not available our suggestion reflects just our finding in Bulgaria - increase in costs of labor should not be necessarily followed by the deterioration in international competitiveness associated with REER appreciation in low income countries.

5. Econometric model

VAR models represent dynamic systems of equations in which the current level of each variable depends on past movements of that variable and all other variables involved in the system. Residuals of vector $e_t$ represent unexplained movements in variables (effects of exogenous shocks hitting the model); however as complex functions of structural shocks effects they have no economic interpretation. Structural shocks can be still recovered using transformation of true form representation into reduced-form by imposing a number of identifying restrictions. Applied restrictions should reflect some general assumptions about the underlying structure of the economy and they are obviously derived from economic theory. There are two general (most used) approaches to identify VAR models. (a) Cholesky decomposition of innovations implies the contemporaneous interactions between the exogenous shocks and the endogenous variables are characterized by a Wald causal chain. Ordering of the endogenous variables than reflects expected particular economy structure following general economic theory assumptions. However the lack of reasonable guidance for appropriate ordering led to the development of more sophisticated and flexible identification methods - (b) structural VAR (SVAR) models. Identifying restrictions implemented in SVAR models reflects theoretical assumptions about the economy structure more precisely.

We employ a VAR methodology to analyze effects of the real exchange rate dynamics on current account adjustments in European transition economies. Cholesky decomposition of variance-covariance matrix of reduced-form VAR residuals is implemented to estimate effects of the real exchange rate dynamics on current accounts improvements.

True model is represented by the following infinite moving average representation:

$$X_t = A_0 e_t + A_1 e_{t-1} + A_2 e_{t-2} + ... = \sum_{i=0}^{\infty} A_i e_{t-i} = \sum_{i=0}^{\infty} A_i L^i e_{t} = A(L)e_t$$

(1)

where: $X_t$ represents $n \times 1$ vector including endogenous variables of the model, $A(L)$ is a $n \times n$ polynomial consisting of the matrices of coefficients to be estimated in the lag operator $L$ representing the relationship among variables on the lagged values, $e_t$ is $n \times 1$ vector of identically normally distributed, serially uncorrelated and mutually orthogonal errors (white noise disturbances that represent the unexplained movements in the variables, reflecting the influence of exogenous shocks):

$$E(e_t) = 0, \quad E(e_t e'_s) = \Sigma_e = I, \quad E(e_t e'_s) = [0] \quad \forall t \neq s$$

(2)

Vector $X_t$ consists of six endogenous variables - real output $(y_t)$, money supply $(m_t)$, core inflation $(p_t)$, short-term nominal interest rates $(ir_{n_t})$, real exchange rate $(er_{r_t})$ and current account $(cu_t)$. In the six-variable VAR model $(X_t = [y_t, m_t, p_t, ir_{n_t}, er_{r_t}, cu_t])$ we assume six exogenous shocks that contemporaneously affects endogenous variables - demand shock $(e_{y,t})$, nominal shock
\( \{e_{m,t}\} \), inflation shock \( \{e_{p,t}\} \), monetary policy shock \( \{e_{i,r,t}\} \), exchange rate shock \( \{e_{e,r,t}\} \) a current account shock \( \{e_{e,a,t}\} \).

The structural exogenous shocks from equation (1) are not directly observable due to the complexity of information included in true form VAR residuals. As a result structural shocks cannot be correctly identified. It is than necessary to transform true model into following reduced form

\[
X_t = C(L)Y_{t-1} + e_t
\]

where \( C(L) \) is the polynomial of matrices with coefficients representing the relationship among variables on the lagged values and \( e_t \) is a \( n \times 1 \) vector of normally distributed errors (shocks in reduced form) that are serially uncorrelated but not necessarily orthogonal:

\[
E(e_t) = 0, \quad \Sigma_t = E(e_t'e_t') = A_bE(e_t'e_t')A_b' = A_bA_b', \quad E(e_t'e_t') = [0] \quad \forall t \neq s
\]

Relationship between reduced-form VAR residuals \( (e_t) \) and structural shocks \( (e_t) \) can be expressed as follows:

\[
e_t = A_b e_t
\]

As we have already noted at the beginning of the section we implement a Cholesky identification scheme to correctly identify structural shocks. In order to identify our model there must be exactly \( n^2 - \left(\frac{n^2 - n}{2}\right) \) relationships among the endogenous variables of the model, where \( n \) represents a number of variables. We have to impose \( \left(\frac{n^2 - n}{2}\right) \) restrictions on the matrix \( A_0 \) based on the Cholesky decomposition of the reduced-form VAR residual matrix that define matrix \( A_0 \) as a lower triangular matrix. The lower triangularity of \( A_0 \) (all elements above the diagonal are zero) implies a recursive scheme (structural shocks are identified through reduced-form VAR residuals) among variables (the Wald chain scheme) that has clear economic implications and has to be empirically tested as any other relationship. Identification scheme of the matrix \( A_0 \) implies that particular contemporaneous interactions between some exogenous shocks and some endogenous variables are restricted reflecting causal (distribution) chain of interaction transmission. It is clear that the Wald causal chain is incorporated via convenient ordering of the variables.

Considering lower triangularity of a matrix \( A_0 \) the equation (5) can be rewritten as follows:

\[
\begin{bmatrix}
e_{s,t} \\
e_{m,t} \\
e_{p,t} \\
e_{e,s,t} \\
e_{e,e,t} \\
e_{e,a,t}
\end{bmatrix} =
\begin{bmatrix}
1 & 0 & 0 & 0 & 0 & 0 \\
a_{21} & 1 & 0 & 0 & 0 & 0 \\
a_{31} & a_{32} & 1 & 0 & 0 & 0 \\
a_{41} & a_{42} & a_{43} & 1 & 0 & 0 \\
a_{51} & a_{52} & a_{53} & a_{54} & 1 & 0 \\
a_{61} & a_{62} & a_{63} & a_{64} & a_{65} & 1
\end{bmatrix}
\begin{bmatrix}
e_{s,t} \\
e_{m,t} \\
e_{p,t} \\
e_{e,s,t} \\
e_{e,e,t} \\
e_{e,a,t}
\end{bmatrix}
\]

Correct identification of the exogenous structural shocks reflecting Cholesky ordering of variables denotes following assumptions:

- Real output doesn’t contemporaneously respond to the shock from any other endogenous variable of the model;
Money supply doesn’t contemporaneously respond to inflation, interest rates, exchange rate and current account shocks, while it is contemporaneously affected only by the real output shock;

Inflation doesn’t contemporaneously respond to the interest rates, exchange rate and current account shocks, while it is contemporaneously affected by the real output and money supply shocks;

Interest rates don’t contemporaneously respond to the exchange rate and current account shocks, while it is contemporaneously affected by the real output, money supply and inflation shocks;

Exchange rate doesn’t contemporaneously respond to current account shock, while it is contemporaneously affected by the real output, money supply, inflation and interest rates shocks;

Current account is contemporaneously affected by the shocks from all of the endogenous variables of the model.

After initial period endogenous variables may interact freely without any restrictions. Estimated VAR model is used to compute impulse response functions to analyze responses of the current account to the negative one standard deviation real exchange rate shock in European transition economies. To check the robustness of empirical results we estimate the model considering different ordering of the endogenous variables in models with time series for two different periods (pre-crisis period - model A (2000Q1-2007Q4) and extended period - model B (2000Q1-2012Q4)):

- model A1, B1 \( (X, = \{y_t, m_t, p_t, ir_{t}, er_{t}, cu_{t}\}) \);
- model A2, B2 \( (X, = \{y_t, er_{t}, m_t, ir_{t}, p_t, cu_{t}\}) \);
- model A3, B3 \( (X, = \{y_t, p_t, m_t, ir_{t}, er_{t}, cu_{t}\}) \);

6. Data and results

To estimate effects of the real exchange rate dynamics on current account adjustments in European transition economies we employed quarterly data for period 2000Q1-2007Q4 (model A) consisting of 32 observations and for period 2000Q1-2012Q4 (model B) consisting of 52 observations for the following endogenous variables - real output (nominal GDP deflated by GDP deflator), money supply (monetary aggregate M2), inflation (core inflation), short-term interest rates (interbank offered rates with 3 months maturity\(^{22}\)), real exchange rate (both CPI and ULC based real effective exchange rate) and balance of payment’s current account (Figure 6). Estimation of two models is in line with the primary objective of the paper to reveal a relationship between real exchange rate dynamics and current account adjustments considering possible implications of the crisis period on estimated results.

Time series for real output, money supply, inflation, interest rates and current account were drawn from IMF database (International Financial Statistics, May 2013). Time series for CPI and ULC based REER we drawn from REER database ver. 29 (Darvas, Z., November 2012). Time series for real output, money supply, inflation and current account were seasonally adjusted.

---

\(^{22}\) Short-term interest rates in Estonia, Slovak republic and Slovenia we replaced by EURIBOR after euro adoption in each particular country (2007, 2009 and 2011).
A. Testing procedures

The augmented Dickey-Fuller (ADF) and the Phillips-Perron (PP) tests were computed to test the endogenous variables for the unit roots presence. Both ADF and PP tests indicate that most of the variables are non-stationary on the values so that the null hypothesis of a unit root cannot be rejected for any of the series. Testing variables on the first differences indicates the time series are stationary so that we conclude that the variables are I(1).

Because there are endogenous variables with a unit root on the values it is necessary to test the time series for cointegration using the Johansen and Juselius cointegration test (we found reasonable to include variables I(0) for testing purposes following economic logic of expected results). The test for the cointegration was computed using three lags as recommended by the AIC (Akaike Information Criterion) and SIC (Schwarz Information Criterion).

The results of the Johansen cointegration tests confirmed our results of unit root tests. Both trace statistics and maximum eigenvalue statistics (both at 0.05 level) indicate that there is no cointegration among endogenous variables of the model.

Figure 6 Real output, money supply, inflation, interest rates, real effective exchange rates (CPI and ULC based) and current account (2000Q1-2012Q4)

Note: Endogenous variables - real output (GDP), money supply (M2) and real effective exchange rate (REER) are expressed as indexes (left axis in figures) (2005 = 100). Inflation (INF) and interest rates (IR) are expressed in percentage (right axis in figures). Current account (CU) is expressed as percentage share in GDP (CU) (right axes in figures).

Source: Compiled by author based on data taken from IMF - International Financial Statistics (February 2013).
To test the stability of VAR models we also employed a number of diagnostic tests. We found no evidence of serial correlation, heteroskedasticity and autoregressive conditional heteroskedasticity effect in disturbances. The model also passes the Jarque-Bera normality test, so that errors seem to be normally distributed. The VAR models seem to be stable also because inverted roots of the model for each country lie inside the unit circle. Detailed results of time series testing procedures are not reported here to save space. Like any other results, they are available upon request from the author.

Following results of the unit root and cointegration tests we estimated the model using variables in the first differences so that we can calculate impulse-response functions for all ten European transition economies. Following the main objective of the paper we focus on interpretation of responses of the current account to the negative one standard deviation real exchange rate shock. To observe effects of changes in relative competitiveness associated with REER sudden shifts on current account adjustments we estimate models with CPI and ULC based REER separately.

We also observe effects of the crisis period on the exchange rate determination potential in European transition economies by comparing results for estimated models using time series for two different periods - model A (2000Q1-2007Q4) and model B (2000Q1-2012Q4). Changed ordering of variables didn’t seem to affect results of the analysis. Considering impulse-response functions are not very sensitive to the ordering of endogenous variables we present results of the models (model A1 and B1) with default ordering of endogenous variables (detailed results for models A2, A3, B2, B3 are available upon request from the author).

### B. Impulse-Response Function

In order to analyze effects of the real exchange rate dynamics on current account adjustments in European transition economies we estimate responses of current account to the negative (devaluation or depreciation) one standard deviation real exchange rate shock employing quarterly data for two subsequent periods 2000-2007 (model A) and 2000-2012 (model B). Results seem to be sensitive to origins of the real exchange rate dynamics. While REER in the group of “peggers” is determined only by internal factors of international competitiveness (prices, labor costs, etc.), REER in the group of “floaters” is also determined by NEER dynamics and thus providing much more flexibility for the cross-country expenditure shifting.

In the Figure 7 we summarize results of impulse-response functions of current accounts to negative (depreciation) real exchange rate (CPI based) shocks in the model with time series for the pre-crisis period (model A1) in European transition economies.

**Figure 7** Responses of current account to REER (CPI based) shocks (2000Q1-2007Q4) (Model A)

*Note:* Curves represent responses of current account (CU) to the negative (depreciation) one standard deviation real exchange rate (CPI based) shock in each country from the group of European transition economies.

*Source:* Author’s calculation.

Estimates of current account responsiveness to the Cholesky negative one standard deviation REER shock (depreciation or devaluation of the real exchange rate) reveals interesting implications of increased price-determined competitiveness in European transition economies during the pre-crisis...
period. Unexpected shift (decrease) of REER was followed by the current account improvement in each individual country.

However, we have observed some differences in the path of the current account response in both groups of countries. In the group of “peggers” current account improved within a one quarter lag. A positive effect of the real exchange rate shock culminated between second and third quarter after the shock and subsequently steadily decreased. Its positive redistributive effect completely died out till the end of fifth quarter. Exchange rate shock seems to be neutral in the long run in determining current account adjustments.

On the other hand, responses of the current account to the negative real exchange rate shock in the group of “floaters” revealed some implications of the nominal exchange rate flexibility. Initial adjustment in the current account after the shock seems to be less dynamic. At the same time, an improvement in the current account dynamic was quite similar in its intensity but much more durable (more than one year). Positive effect of the real exchange rate decrease on the current account died out during one year since sixth quarter. Similarly, effect of the shock seems to be neutral in the long run.

In the Figure 8 we summarize results of impulse-response functions of current accounts to negative (depreciation) real exchange rate (CPI based) shocks in the model with time series for the extended period (model B1) in European transition economies.

![Figure 8 Responses of current account to REER (CPI based) shocks (2000Q1-2012Q4) (Model B)](image)

*Note:* Curves represent responses of current account (CU) to the negative (depreciation) one standard deviation real exchange rate (CPI based) shock in each country from the group of European transition economies.

*Source:* Author’s calculation.

Current account adjustments followed by the negative real exchange rate shock revealed generally similar effect of increased price competitiveness during the extended period (temporary improvement in the current account balance). However, current account response provides some differences in its key characteristics. Loading phase of the current account improvement seems to be reduced in both groups of countries. Positive effects of the exchange rate shock peaked during the second half of the year since the shock in the group of “peggers”. At the same time, the overall durability of current account improvements slightly increased (positive effect on the current account died out till the end of the second year since the shock).

Current accounts in the group of “floaters” improved immediately after the negative exchange rate shock, though with different intensity. While the short-term positive effect (within first year after the shock) on the current account slightly increased, its durability markedly decreased. In both groups of countries the overall effect of the shock in the long run seems to be neutral in the model with time series for extended period too.

Comparison of current account adjustments followed by the CPI based REER shocks in European transition economies for both periods revealed several crucial implications. Current accounts in both groups of countries seem to be vulnerable to effects associated with real exchange rates (determined by relative consumer prices) dynamics. During the pre-crisis period, current accounts in the group of “floaters” seem to be more vulnerable to unpredicted real exchange rate shocks. Despite
slightly delayed load of a positive effect (in comparison with countries from the group of “peggers”) its durability was obviously higher. Our results for the extended period suggest increased short-term exposure of current accounts of both groups of countries, though markedly higher in the group of “floaters”, to the exchange rate shocks but with reduced durability of effects.

In the Figure 9 we summarize results of impulse-response functions of current accounts to negative (depreciation) real exchange rate (ULC based) shocks in the model with time series for the pre-crisis period (model A1) in European transition economies.

![Figure 9](image)

**Figure 9** Responses of current account to REER (ULC based) shocks (2000Q1-2007Q4) (Model A)

*Note:* Curves represent responses of current account (CU) to the negative (depreciation) one standard deviation real exchange rate (ULC based) shock in each country from the group of European transition economies.

*Source:* Author’s calculation.

Negative exchange rate shock was followed by the current account improvement in all ten European transition economies. However, our results revealed some clear differences among countries from both groups. In countries from the group of “peggers” the current account improved just for a short period of time. Intensity of the current account adjustments was significantly lower after the negative ULC based REER shock in comparison with CPI based REER shock. Beside a long-run neutrality of the exchange rate shock, its durability seems to differ in each individual country from the group (the positive effect on the current account died out within sixth and tenth quarter after the shock).

Quite different results were investigated in countries from the group of “floaters”. Despite generally higher improvement in current accounts (effect of the shock culminated during the first half of the second year after the shock) we have observed slightly lagged response immediately after the shock (countries experienced the current account improvement with approximately two quarters lag). The overall durability of the positive effect was generally higher in comparison with the previous group of countries.

In the Figure 10 we summarize results of impulse-response functions of current accounts to negative (depreciation) real exchange rate (ULC based) shocks in the model with time series for the extended period (model B1) in European transition economies.
Crisis period affected the pattern of current account adjustments following after the negative real exchange rate shock. In both groups of countries we have investigated a short-term improvement in current accounts. Despite identified differences between pre-crisis and extended period, our results revealed quite similar effects of the crisis period on current account adjustments initiated by both CPI and ULC based real exchange rate shocks. In countries from the group of “peggers” it seems that the short-term improvement in current accounts increased while the overall durability of the exchange rate shock did not change at all. On the other hand, the overall load time of current accounts improvement (despite a slightly reduced intensity) due to negative exchange rate shock in countries from the group of “floaters” was clearly reduced. Due to a drop in the lag it seems, that current accounts in countries with flexible exchange rate arrangements became more vulnerable to sudden exchange rate shifts during the crisis period.

Comparison of current account adjustments followed by the ULC based REER shocks in European transition economies for both periods revealed several crucial implications. The overall exposure of current accounts to sudden real exchange rate shocks increased in both groups of countries during the crisis period. At the same time it seems that current account improvements occurred with reduced lag in both groups of countries. On the other hand, real exchange rate shocks affected current account adjustments with generally higher intensity in countries from the group of “floaters”.

Conclusion

Real exchange rates determined current accounts in all ten European transition economies in the line with economic theory (despite relatively limited empirical evidence) in both pre-crisis and extended periods. However, we have observed some specific implications of the distortionary effects caused by the unexpected real exchange rate shifts during the crisis period that may be a subject of further academic discussions focusing on wide causalities of the economic crisis. Our results also revealed possible causality between exchange rate arrangements and the way that the exchange rate shock affects current account adjustments. Thus, our investigations may be a relevant contribution to the fixed versus flexible exchange rate dilemma that seems to be a crucial part of discussions related to the wide variety of implications of sacrificing monetary sovereignty in Eurozone candidate countries.

Comparison of current account adjustments followed by the CPI based REER shocks in European transition economies for both pre-crisis and extended periods revealed several crucial implications. Current accounts in both groups of countries seem be vulnerable to effects associated

---

23 Despite the euro adoption by Slovenia (2007), Slovak republic (2009) and Estonia (2011) our results for current account adjustments followed by negative CPI and ULC based REER shocks suggests that the responsiveness pattern of the current account for these three countries better suit to results observed for countries from the group of “floaters”. It seems that the real exchange rate determination potential of these three new EMU member countries was not affected by its pegging to euro.
with real exchange rates (determined by relative consumer prices) dynamics. During the pre-crisis period, current accounts in the group of “floaters” seem to be more vulnerable to unpredicted real exchange rate shocks. Despite slightly delayed load of a positive effect (in comparison with countries from the group of “peggers”) its durability was obviously higher. Our results for the extended period suggest increased short-term exposure of current accounts of both groups of countries, though markedly higher in the group of “floaters”, to the exchange rate shocks but with reduced durability of effects.

The overall exposure of current accounts to sudden ULC based REER real exchange rate shocks increased in both groups of countries during the crisis period. At the same time it seems that current account improvements occurred with reduced lag in both groups of countries (in comparison with the pre-crisis period). On the other hand, real exchange rate (determined by unit labor costs) shocks affected current account adjustments with generally higher intensity in countries from the group of “floaters”.

Improvements in current accounts followed by exchange rate shocks in European transition economies seems to be sensitive not only to the exchange rate arrangement but also to processes determining internal changes in relative competitiveness (relative dynamics in consumer prices and labor costs). As of changes in relative international competitiveness and associated cross-country expenditures shifts are more vulnerable to adjustments in consumer prices than labor costs.
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1. Introduction

Today the United Arab Emirates (UAE) is the second largest Arab economy and belongs to high income countries, even if the road towards this goal was different than many other countries. In fact, the UAE has not gone through the hypothetical “stages” that most developed countries seem to have experienced. Massive oil revenues have enabled the UAE to short-cut the usually difficult and lengthy process of saving and capital accumulation necessary for economic development (Shihab, 2001).

From 2000 until 2012, the UAE GDP growth rate averaged 4.7 per cent, a good performance considering the severe global economic crisis of 2009. In particular, in 2012 the economy of the United Arab Emirates has witnessed a growth of about 4 per cent despite the difficulties posed by the eurozone and the global outlook negative. Although the relative contribution of the different economic sectors to GDP has shifted considerably over the years, the oil and gas sector represents the largest share in the GDP of the United Arab Emirates, since the country is endowed with vast resources of oil and gas. So the UAE’s economy has still a relatively high concentration of GDP in the oil sector and related industries, and diversification is not fully satisfactory. Such type of economic model cannot be considered inherently sustainable in the long run, because it depends heavily on the dominant sector’s fortunes in the marketplace.

Historically, the UAE, as many other economies of the GCC region, particularly the Kingdom of Saudi Arabia (KSA), Kuwait, Qatar, was very sensitive to changes in the prices of oil. On the other hand, the non-oil sectors have not fully matured and still have pervasive structural weaknesses, such as inefficiencies in labor, capital, knowledge and technology.

Taking as its starting point the Vision 2021 of the Federal Government of the UAE, which aims to transform the economy into a more skill-intensive and diversified knowledge economy, this paper examines the major features of the UAE’s economy, its factors of strengths, underlining also its critical aspects. In addition, the work, focusing on the key factors that characterize a diversified knowledge economy, indicates the policies that the economy of the United Arab Emirates should pursue in order to improve its performance. Lastly, the paper attempts to identify new areas of business for the diversification and development of the UAE’s economy.

24 This contribution is a revised version of the speech given at the Global Business Meeting, 8-9 December 2012, in Ras Al Khaimah, United Arab Emirates. I wish to thank Dr. Ibrahim Guizani and Bruno Sergi for reading the paper and for their stimulating comments. The author remains solely responsible for the opinion expressed and any errors in the paper.

25 Rostow (1960).
2. The profile of the United Arab Emirates’ economy

The world has been living the deepest economic crisis since generations. The economic crisis clearly slowed down the process of world-wide globalization\(^\text{26}\), so the standstill in the globalization process is visible in all world regions\(^\text{27}\).

In the post-global crisis, the United Arab Emirates is challenged by a weaker global demand, but also by the competition from other countries and more stringent global financial markets. One of the main lessons of the recent global economic crisis for the emerging market economies, like the United Arab Emirates, is that sustained economic growth in the future would require developing a better capacity to respond to future crises through more robust regulatory systems and a more diversified economy. However, the UAE in the last decade experienced some relative improvement in its non-oil sectors, achieving the goal of being the second largest Arab economy and, very recently, the country has been ranked as the 7\(^{\text{th}}\) strongest Asian economy.

The UAE became an independent state in 1971, with the establishment of its formal economic, social, and political institutions. The country is a federation made up of seven Emirates: Abu Dhabi, Ajman, Al Fujairah, Dubai, Ras al Khaimah, Sharjah, and Umm al Qaiwain.

This complex process of nation building was among the causes for implementing a development policy on a interventionist-redistributive model, favored by the huge oil revenues (Yousef 2004). This development policy, thanks to the oil revenues that accrued in the country since the 1970s, permitted the creation of a vast welfare system for the population of the Emirates. Thus, UEA has enjoyed a political and social stability thanks to the distribution of its huge oil revenues in the form of social and economic infrastructure, high standards of social services (health, education) (Shihab 2001). In the UAE, like other oil exporting countries of the Gulf region, the motivation for the statism of the interventionist policies was to support the emergent private sectors. This State’s strategy has stimulated massive investment by some large industrial complexes for developing the productive base of the economy and to diversify the sources of income. The industrial sector has made remarkable achievements especially in terms of the increase in the number of enterprises. Industrial activities have been facilitated by competitive low labor and energy costs, favorable tax laws and political stability (Masood and Sergi 2008).

The hydrocarbon industry is one of the most important economic sectors of the economy, and since this industry is high capital intensive, the number of workers that it employs is a small fraction of the labor force. In fact, it is well known that natural resources in general, and in the specific case oil wealth per se, creates few jobs directly. So this is why the non-oil private sector has to address the challenge of unemployment. The UAE has also created viable small and medium enterprises in manufacturing and services\(^\text{28}\). At the same time, despite efforts since the 1980s to limit hiring and downsize the public sector, state bureaucracy in the UAE maintained its dominant position in the labor market\(^\text{29}\). Regarding such destination of human capital in public sector employment, Pissarides (2001) already argued that in the long run the most detrimental impact of the large role of government hiring is that it traps human capital in unproductive public sector jobs, thus limiting its contribution to economic growth.

The UAE’s economy, like others oil exporting countries, faced considerable oil price volatility in the 1990s\(^\text{30}\). However, in that decade, the UAE registered a real GDP growth averaged about 7 percent. Much of this growth was created through diversification in non-oil sectors: first, in energy-intensive, petrochemicals, fertilizers, cement and aluminum, and subsequently, tourism, trade and manufacturing (Yousef 2004, 105). So the UAE has been following a largely successful diversification strategy away from oil dependency and has been equally committed to its outward-orientated growth.

---

26 As in the prior year’s Singapore is the country with the highest score on economic globalization.
28 Firms in the UAE produce many products including cement, aluminium, building and construction materials, fertilisers, foodstuffs, garments, furniture, plastics, fibreglass, jewelleries, pharmaceuticals, fire-fighting equipment, processed metals, etc.
29 Government hiring typically offers more generous wages and greater employment guarantees than the private sectors.
30 The sensitivity of UAE to changes in oil prices has manifested itself in growth volatilities across not just oil and gas, but also in different sectors that contribute to the bulk of economic output and employment.
The previous vision of UAE, aimed to define the UAE’s economy as a regional financial centre and international trading hub, has gradually realized. High capital productivity has filtered into high levels of gross domestic product (GDP) and the country enjoyed remarkable growth rates also in the period 2000-2005. Yet, labor productivity remained relatively low in the country and total factor productivity gave a negligible contribution to economic growth. Due to the lack of national high-technology sectors, UAE aimed to acquire and access foreign technology, in particular technology from the highly industrialized OECD countries, instead of generating its technology.

The labor force in the UAE is made up of more than 2.5 million employees of whom 86.5 per cent are male and 13.5 per cent are women. The labor market in UAE is based on sponsorship system or Kafala system. Each employee must have a sponsor or kafeel (Shah 2006). In the private sector, each worker must have a local sponsor who is expected to have a business for which it needs workers. Instead, for those working in the public sector, the government department employing the worker is the kafeel. Thus the sponsorship system is the legal channel through which expatriates obtain legal entry as guest workers in the UAE. In addition, the Emiratization process establishes a set of rules that protect the national citizens of the UAE from open competition from expatriates workers. The process sets minimum quotas of national workers for firms with 100 or more employees, enables the nationalization of particular work positions, and makes it almost impossible to fire national workers once they are employed. Emiratisation is undoubtedly important for social and political and also economic reasons. The process aims at bridging the gap between the human capital needs of the private sector and the need to employ national workers. But, at the same time, it has the potential to distort incentives in the labor market, because it forces firms to hire according to a quota system, while not necessarily motivate national employees to acquire those skills required to become competitive in the private sector economy (Dubai Economic Council 2011). Definitely, together with the effects on migrants as a result of the sponsorship system, the Emiratization process adds to the labor market distortions that lower the productivity of firms and their degree of competitiveness.

Table 1 shows rates of change in the UAE at constant prices (2007) over the period 2005-2010. The rates of change are referred to the GDP of total economy, to the Value Added of non-Oil sector and of manufacturing industries.

<table>
<thead>
<tr>
<th>United Arab Emirates</th>
<th>2005</th>
<th>2006</th>
<th>2007</th>
<th>2008</th>
<th>2009</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>GDP Total Economy</td>
<td>4.9</td>
<td>9.8</td>
<td>3.2</td>
<td>3.2</td>
<td>-4.8</td>
<td>1.3</td>
</tr>
<tr>
<td>V.A. Non - Oil Sector</td>
<td>6.4</td>
<td>9.0</td>
<td>9.3</td>
<td>6.0</td>
<td>-2.9</td>
<td>1.4</td>
</tr>
<tr>
<td>V.A. Manufacturing Industries</td>
<td>6.6</td>
<td>7.3</td>
<td>1.9</td>
<td>10.3</td>
<td>-14.1</td>
<td>6.9</td>
</tr>
</tbody>
</table>

Source: UAE National Bureau of Statistics, National Accounts Division

During the years preceding the global economic crisis the UAE’s economy was performing fairly well. The United Arab Emirates GDP Growth Rate reached an all-time high of 9.8 percent in 2006, while in the next two years (2007 and 2008) the pace of growth has diminished to 3.2 percent at constant prices. The Non-Oil sector recorded the highest rate of growth of 9.3 percent in 2007 and a good 6.0 percent in 2008.

Conversely, the global crisis has severely hit the UAE’s economy, so the GDP contracted of 4.8 percent at constant prices in 2009, led by a remarkable fall in manufacturing, but also in real estate. The year of the crisis, i.e. 2009, hit more heavily the economy on the whole than the Non - Oil sector, which experienced a decrease of 2.9 percent. But the manufacturing industries have particularly suffered with a decrease of 14.1 percent. However, the economy regained confidence after the crisis.

Yet, Abu-Quarn and Abu-Bader (2007), for instance, showed that total factor productivity remained low and this hampered economic development in the Gulf economies and, among them, the UAE.

More specifically, the oil and gas sectors achieved gains in labor and capital productivities, whereas these gains have been absent in the other sectors (Shediac et al., 2008).

For a quantitative analysis of the Non-Oil sector in the UAE during the period 1970-2006, see Masood and Sergi (2008).
In 2010 the growth of GDP was a respectable 1.3 percent at constant prices. Furthermore, as is documented in the Annual Economic Report 2012 of the UAE Ministry of Economy, during 2011 the GDP has grown in the UAE at a rate of 4.2 percent at constant prices, despite the political events in some Arab countries, the lower rate of growth of the global economy from 5.2 percent in 2010 to 3.8 percent to 2011, and the financial crisis at the Eurozone that determined a decline in the GDP rate of growth in the advanced economies to 1.6 percent. In addition, the public finance are in a good health. In 2011 the public debt was 16.9 percent of GDP, whereas the Government’s fiscal budget was in surplus of 11.2 percent of GDP, but during 2012 it is improved further to 12 percent of GDP, due both to the counter cyclical policy implemented by the Government to avoid potential spillovers from conflict-stricken countries and to the boom of oil markets experienced in 2011.

Finally, the recovery of oil prices following the global financial crisis has been helping to maintain the commercial viability. Thus the UAE’s economy has proved to be remarkably resilient to the difficulties that have characterized the world economy. After the 2009 crisis the UAE’s Government has implemented some political reform and more investment in the less wealthy Emirates.

[Graph: Figure 1 - Expresses through histograms the rates of change contained in Table 1.]

The UAE's economy is continuing to rely on the hydrocarbons sector to drive growth\(^{34}\), but the non-oil sector is going to become increasingly important, especially in the near future when several major industrial projects will come on stream. In fact, the large projects include the petrochemicals city, Al Gharbia Chemicals Industrial City (Chemaweyaat), which is due for completion in 2015 (a business of USD 20bln), but also the considerable expansion of Emirates Aluminium (EMAL)\(^{35}\) by the end of 2014.

In the post 2009 recovery, the major drivers of the non-oil sectors have become trade\(^{36}\), tourism, logistics and manufacturing. However, the road of UAE towards a diversified knowledge economy is not completed yet, so the next section examines the characteristics of a knowledge economy and the ways of achieving a knowledge economy diversified and well developed.

3. Towards a diversified knowledge economy

Diversification is important to promote economic development, to create job opportunities for a rapidly growing local workforce, but also to reduce or spread the risk of a high economic concentration, which makes an economy vulnerable to external events, such as changes in the price of the dominant commodity. An increased economic diversification can improve the performance of the

\(^{34}\) The hydrocarbon economy continues to account for approximately 80 percent of total government revenues.

\(^{35}\) This expansion will boost annual aluminum capacity to 1.3 mln tonnes/year.

\(^{36}\) The trade balance achieved a huge surplus and it represents 23.5 percent of the GDP (UAE Ministry of Economy, 2012).
economy, minimize volatility and facilitate the path of sustainable development. More specifically, overall volatility and its ensuing spillover effects can be mitigated with the effective development and diversification of high-value-added production, but also by an increase in exports of goods and services of high quality.

It is well known that modern growth economics has focused on technological innovations and high-technology research and development as the engine factors for economic growth. In particular, endogenous growth theory has highlighted the importance of technological progress and factor productivity (Helpman, 2004). Other lines of research also emphasized the role of institutions as a fundamental cause of long-run growth (Acemoglu, Johnson and Robinson 2005). Recent development experiences suggest that an appropriate business environment is among the key ingredients of sustainable development.

The UAE 2021 vision, recently taken by the Federal Government, looks at innovation and knowledge as the key drivers of the economy.\(^37\) Government policies, incorporated into the UAE 2021 vision of the economy based on innovation and knowledge, constitute an important step towards a diversified knowledge economy and a new growth model, but these policies should aim at creating an appropriate business environment and also an integrated set of soft and hard institutions. UAE, in fact, does not rank well in protecting investors and on contract enforcement.

The Emirate that reached the most visible result in the diversification of the economy is Dubai. In the last decade, Dubai has become a major international service economy and has established itself as a regional center for finance, real estate development, shopping, tourism, exports and re-exports. Dubai experienced, for instance, the development of the Jebel Ali port and harbor, various “free zones” (i.e., enterprise zones) throughout the city, and extensive real estate complexes catering to the travel and tourism industry.\(^38\)

Dubai has followed an economic developmental model which is strongly pro-business, emphasizes market liberalism and economic openness, embraces globalization, while at the same time refraining from challenging the traditional neo-patrimonial leadership structure in the country. As such, the “Dubai model” has so far been distinctly different from economic models applied in the other Gulf Cooperation Council (GCC) economies.\(^39\) Dubai is now seen as a model for the other Emirates and for the Gulf countries.

The global financial crisis has cast doubt over the traditional model of growth. The argument that improvements in knowledge are a primary source of growth has become more compelling. The idea that creating a knowledge society, based on learning and focused on absorb, adapt and produce knowledge, provides markedly different points of view on development strategies than those obtained by the traditional model, which has centered the attention on increase in capital and the efficient allocation of resources. The accumulation of knowledge is inherently associated with externalities (knowledge spillovers), since knowledge is basically a public good (Foray, 2004). But the scientific and technological knowledge does not spread evenly across all sectors of the economy, thus, there are discontinuities of a different type from sector to sector (Schilirò, 2010). In this diversity with regard to the dissemination and development of knowledge between sectors of the economy of a country, the demand certainly plays an important role in driving companies to focus on those activities and products that give a higher expected return.

A country that is hydrocarbon-rich is not predestined to economic concentration. Norway, for example, produces an amount of oil per day exceeded only by Saudi Arabia, yet it has been able to adequately distribute its GDP across a variety of productive economic sectors, and its revenues from

\(^37\) Innovation and knowledge-based economies are characterized by a good healthcare system, a highly performing education system and proper policies and regulations. In other words, the innovation driven economies are the ones with the highest levels of prosperity. EEC (2011).

\(^38\) Dubai Economic Council (2011).

\(^39\) The Gulf Cooperation Council (GCC) economies are Bahrain, Kuwait, Oman, Qatar, the Kingdom of Saudi Arabia (KSA), and the United Arab Emirates. These economies are rich in hydrocarbons (oil and gas). However, recently the GCC states seem to be embracing the “Dubai model” of development making significant investments to establish economic activities with the aim of attracting foreign firms and individual investors: financial institutions, office facilities, free zones, airports, harbors, and, above all, tourism.

\(^40\) Romer (1986).
oil and gas make up only approximately a quarter of its domestic output. Canada is another economy, rich of natural resources that have successfully diversified its economy.

Of course, diversification implies a structural change of the economy. Structural change usually refers to profound changes in the composition of employment and in the relative contribution of primary, secondary and tertiary sectors to aggregate growth (Schilirò 2012). Consequently, structural change implies agriculture transformation, industrialization, urbanization, changes in the production structure and in domestic demand, foreign trade and finance. To have a more diversified economy it is necessary to invest in productive sectors which can sustain, with their high levels of productivity, real growth in the long-term, as well as the development of new knowledge and technology. But also, it would be appropriate to foster the growth of the external sector when it promotes diversification, i.e., the export of a wide range of goods and services with high added value to a wide range of destinations.

Moreover, knowledge and skills have become the global currency of 21st century economies. With the globalization and with the related fully mobile capital, there is no reason for countries to limit themselves to patterns dictated by endowments, as conventionally defined; more important is the endowment of knowledge and entrepreneurship. A major focus of policy should be on how to enhance and shape such endowments. Therefore, it is rationale to move in the direction and to implement a new development model for the UAE, which involves a more diversified knowledge-based economy.

As it is written in the UAE Vision 2021⁴¹, the main target of an economy that aims to compete in the global markets is to become a more skill-intensive and diversified knowledge economy. The State, however, has an important and useful role to play in promoting industrial diversification, upgrading and implementing policies to assist firms in these processes.

Knowledge economies, unlike economies that depend on finite natural resources, rely on the potentially unlimited creativity and talents of its people to generate economic value. Constructing a knowledge driven economy requires new skills, new ideas and a high level of creativity from a high-trained, flexible and adaptable workforce.

According to the World Bank the four pillars of a knowledge economy are: economic incentive and institutional regime; education and human resources; the innovation system; information and communication technology (ICT). But, ultimately, a knowledge-based economy is characterized by an ecosystem of interconnected elements and networks that allow a country to generate, adopt, adapt, diffuse and commercialize knowledge-intensive products and services. Making effective use of knowledge in an economy requires the development of appropriate policies, institutions, investments, and coordination across these four pillars. Therefore, knowledge economies are increasingly based on intangible assets that foster economic development. The transformation towards knowledge economies will necessarily determine a shift in the proportion of national income towards knowledge-based industries, but also a change in the percentage of the workforce employed in knowledge-based jobs and in the ratio of firms using new technologies to innovate; however, the institutional setting is also very important to achieve a knowledge-based economy (Schilirò 2012).

If we want identify the key drivers of UAE’s competitiveness in the long run, which constitute also the main factors for the development of the GCC region, we must concentrate on knowledge, education, institutions (i.e. institutional arrangements and regulatory policies), technology (i.e. new equipment and organizational capacity), environment, entrepreneurial skills.

Education, in particular, is an important and necessary condition to enhance human capital and it is also a key driver for the growth in the UAE and the whole region⁴². The education system is crucial in the knowledge economy since it can inculcate attitudes toward change and skills of learning. It is also important to promote higher education, in particular doctoral university courses in

---

⁴¹ UEA Vision 2021 states that the aim is to build a Knowledge-based Economy and to strength the competitiveness of the Emirates and all this requires three thrust areas: i) The first is to promote the participation of national manpower by linking education with market needs in high value sectors. ii) The second is to develop a regulatory framework to support key economic sectors and to encourage emerging sectors by modernizing the legislative framework governing the economic activities. iii) The third is to promote the policy of scientific research – both research for knowledge and applied research – in line with the economic priorities of the Emirates and contribute to the development of a core group of committed UAE national researchers.

⁴² As it is argued in the seminal papers on human capital by Schultz (1960) and Becker (1962).
engineering and applied sciences that can favor the development and application of new technologies. However, education – specifically high quality education – is a variable that takes a long time to achieve results. Moreover, education is obviously linked to the skills of the workforce and, consequently, it is important for employment. Employment and the slow job growth is a major problem also in the UAE. The unemployment, in fact, is defying the economic and political stability in the MENA region. Today, the total population of UAE is almost 8 million and it is growing at a rapid rate, but only 15-20 percent is the citizens of United Arab Emirates. In addition, of this population roughly 70 percent is estimated to be male and 30 percent female, while the total median age of the people of UAE is around 30 years, which means that most of the population is young. However, employment in the UAE is distributed quite unevenly. The majority of the workforce is employed in sectors that are relatively less economically productive and of secondary strategic importance in sustainable development—such as construction and utilities, government, and other services in traditional sectors. This means that a majority of workers are employed in sectors that are supporting other economic sectors, rather than driving growth themselves. Since the most important determinant of a country’s future prosperity is its ability to achieve and maintain high productivity levels, it is necessary to make deep changes in the labor markets of the UAE. This can be done, firstly, by overcoming the wage gap between the public and private sector that makes Emirati favor public sector employment; secondly, by changing the perceived labor market inflexibility and its links to the imposition of the quota (sponsorship or Kafala system). Thirdly, by rebalancing the disproportionately large volume of low skill workers as a result of entrepreneurs that favor low cost labor intensive industries as opposed to high value-added skill driven ones (Dubai Economic Council 2011). But, above all, to create employment it is necessary to convert knowledge and skills into jobs. This requires developing a better understanding of those skills that drive strong and sustainable economic and social outcomes, which allow translating technological progress into productivity growth. It requires developing effective labor-markets that use these skill potential, but also better governance arrangements. Lastly, globalization is changing the distribution of world jobs to reflect stronger emerging market economic growth and new business opportunities. Raising the investments and the levels of education will create an increasing array of higher skilled employees and better-paid individuals.

Technology is also a strategic driver for the growth and competitiveness. Technological change in particular is a crucial element to boost Total Factor Productivity (TFP) and, consequently, economic growth (Helpman 2004). Poor economic diversification – reliance on a single economic sector – tends to have an unfavorable effect on the productivity and competitiveness of the economy. In addition, poor diversification limits the possibility to expand the technology frontier. Moreover, technological knowledge now disperses globally in less than a year, thus it needs to be continually produced. Developing new and better technologies becomes a primary goal of an economy based on knowledge and innovation.

Environment constitutes a qualitative element of the growth process. In UAE, there is a too great consumption of energy, in particular oil, given its low cost, but also of gas, that, despite the wide internal production, is also imported by Qatar. But these natural resources are limited and their high consumption has negative effects on the environment, so a new model of growth should aim at adopting alternative renewable resources. Moving towards a green economy may represent a rational and feasible solution, although it is costly at least in the short run.

Entrepreneurial skills are another basic element for developing a knowledge economy. It is not easy to create entrepreneurship in a society. Entrepreneurs are a unique group of people. Usually these people display leadership, persuasion, personal accountability, goal orientation, and interpersonal

---

43. An efficient education system must entail a lifelong learning for improving human capital.
44. In 2012 the median age of the EU-27’s population is around 40 years.
45. A principal reason for a supply short-fall beyond increased demand is that deficient or inappropriate education or training reduces the pool of potential employees in many emerging markets.
46. Krane (2012) argues that Abu Dhabi’s renewable Energy plan is not economically convenient, but it may have the positive effect of reducing fuel consumption in conventional power plants, which will cut carbon emissions and burning of expensive backup fuels.
47. For an analysis and solutions regarding the environment and the tourism sector in UAE, see Vij and Vij (2012).
skills. One important thing to be done to favor entrepreneurship is to create an economic environment where the business culture is welcomed, but also where the behavior towards taking responsibility and risk is looked positively.

In a sense, today UAE is already a diversified economy, where non-oil sectors account for about 70 percent of the GDP. Massive investment has been made in infrastructure in the region, in terms of tourism, real estate and leisure, in order to diversify the economy. The richest states of Abu Dhabi and Dubai have benefited from the majority of this. However, the poorer northern emirates have also been developed, with grants from Federal Government, by supporting the growth of residential and commercial properties, road and service networks.

In the country, trade has a strategic role (for instance, the ports of UAE account for 61 percent in trade volume among GCC countries), the industrial sector contributes to more than 27 percent, where in particular the contribution of the manufacturing sector to the GDP of 2011 has been equal to 9.1 percent; the construction and building sector has represented the 11.4 percent of the GDP in 2011. Instead the group of the service activities recorded a contribution to the GDP of 45 percent in 2011. Tourism in particular has become very important, in fact, the UAE ranks first in the Middle East for having the travel and tourism industry’s most advanced.

The structure of the investment distribution shows that in 2011 the share of the investment of the private sector compared to domestic investment was 71.3 percent, while there was a minor contribution of investment by the government (20.2 percent) and the public sector (8.6 percent) over the total domestic investments (UAE Ministry of Economy 2012).

Regarding education and employment, in the UAE more than a third of women, between the ages of 18 and 23 years, pursue tertiary degrees and graduate degree programs. Many of these economically literate female graduates earn degrees in the natural sciences and technology, offering recruiting potential for companies.

The 2013 federal budget policy, aiming at zero-deficit, prioritizes to health, education, social welfare and the development of government services; in particular to education is allocated the largest single share.

Furthermore, regarding the knowledge-based economic sectors the Emirate of Abu Dhabi through its Government-owned Mubadala Development Company founded Masdar, a corporation for the evolving global energy market. In particular with the two business units, Masdar Clean Energy and Masdar City, the company is committed to focus on renewable energy so to be at the forefront of the global clean energy industry. Another important industrial activity carried forward UAE’s Government is the aviation industry.

All this changes have contributed to ensure that today UAE is a modern, wealthy and efficient economy that belongs to the high income countries, in fact, in 2011 its GDP per capita has been about $ 48,800.

However, despite the notable success of the United Arab Emirates in putting together a favorable business environment for growth and private sector development with minimal restrictions on private-sector activities, international trade and capital movements, there are areas where much more needs to be done. In particular, the overall investment regime remains restrictive. To continue the process of diversification and development government policy should aim at promoting innovation and market sophistication through appropriate regulatory systems. This can be done, for instance, by issuing strong consumer protection laws, issuing investment laws, solving the problem of the access to commercial land and other land-related issues, making a more efficient and easy access to finance. Other economic policies should keep favoring a stable macroeconomic environment, to promote the training of skilled labor force, to implement an efficient public sector and also to put a greater

48 The Abu Dhabi Aircraft Technologies (ADAT) company, owned by Mubadala Development Company has been set up, which offers a comprehensive set of airframe, engine and component maintenance. The company has an international workforce of over 2,000 employees,

49 In 2012 the UAE per capita income is among the top 20 countries in the world. Moreover, the country now ranks 8th in the world for its national infrastructure.

50 In the last years, regulatory efficiency has improved in the UAE. There is no minimum capital requirement for establishing a business, which takes much less than the world average of 30 days.
emphasis on creating an environment conducive to business, in particular to the small and medium enterprises (SMEs).

In the following section several possible new business areas are identified for the development of the United Arab Emirates as a diversified knowledge economy.

4. What are the new areas of business for the United Arab Emirates?

If we look at the oil exporting countries of the MENA region and consider some main economic indicators for the period 2012-2104, as reported in the recent IMF’s World Economic Outlook, we have a short synthesis of the economic situation for the next future about GDP growth and current account balance. Hereunder Table 2 with the indicators of the real GDP and Current account balance from 2012 to 2014 of the Oil Exporting countries of MENA Region.

| Table 2 Economic indicators of Oil Exporting countries of MENA Region: 2012-2014 |
|-----------------------------------------------|-----------------|-----------------|
| Real GDP                                      | Current Account Balance** |
| 2012  | 2013* | 2014* | 2012  | 2013* | 2014* |
| Oil Exporters                               |                  |                  |
| 5.7   | 3.2   | 3.7   | 16.6 | 14.3 | 12.0 |
| Iran                                         | 1.9              | –1.3            | 1.1  | 4.9  | 3.6  | 1.9  |
| Saudi Arabia                                | 6.8              | 4.4             | 4.2  | 24.4 | 19.2 | 16.1 |
| Algeria                                      | 2.5              | 3.3             | 3.4  | 5.9  | 6.1  | 4.5  |
| United Arab Emirates                        | 3.9              | 3.1             | 3.6  | 8.2  | 8.4  | 7.9  |
| Qatar                                        | 6.6              | 5.2             | 5.0  | 29.5 | 29.3 | 23.7 |
| Kuwait                                       | 5.1              | 1.1             | 3.1  | 45.0 | 40.8 | 37.6 |
| Iraq                                         | 8.4              | 9.0             | 8.4  | 7.0  | 3.6  | 2.9  |

Source: IMF (2013); * Projections; **Percentage of GDP.

According to IMF (2013), in the Oil exporters’ countries of the MENA region economic growth is projected to fall to 3.2 percent in 2013 as oil production growth pauses against a backdrop of relatively weak global oil demand. To address their medium-term challenges, the oil exporters need to continue with reforms that increase the pace of economic diversification and support job creation. The former will require continued infrastructure investment and further improvements in the business climate, while the latter will require enhancing education and training, improving job placement services, and reviewing the incentives for working in the private relative to the public sector (IMF 2013, 61).

Although the UAE is in a relative better economic condition of many of the Oil exporters countries of the region, some of these advices fit perfectly to the situation of the country as, for instance, the condition of the labor market and the type of reforms to increase the economic diversification.

Looking to the future, by 2030 emerging markets are expected to produce 70 percent of world GDP growth. The United Arab Emirates can be a protagonist of this expected forthcoming scenario. All depends by the trajectory that the UAE’s economy will follow in the next future. The UEA Vision 2021 already designs a well-defined path towards a diversified knowledge economy, but, as it has been argued in the preceding section, the UAE’s economy must fulfill certain conditions and it should identify new areas of business for its diversification.

Production and entrepreneurship have changed in surprising ways over the past thirty years. A crucial factor of this change is the huge shift of economic power made possible by technology, especially from internet. Today, technology makes it easy to create a business, even of large...
dimensions, without the large initial capital that was once required. This is another unforeseen aspect of the knowledge economy. Furthermore, technological change has determined a generational gap. Entrepreneurs, who are aged around thirty years, are the first generation digital and global together. In the United States, the young entrepreneurs under the age of forty who create companies have now become a widespread reality. These young entrepreneurs are at ease with new technologies, emerging markets and the globalized economic system, but also use the social network for their business.

It is now clear that to develop a diversified economy based on knowledge is essential to strengthen the link between innovation, education, learning and human capital. The ability to multiply the value of the resources invested in research is typical of economies based on knowledge and innovation. This ability comes from the interaction between research, innovation and finance, which is not always easy to achieve. Certainly, institutions and policy coordination in order to encourage innovation are key factors to attain the goal (Schilirò 2010).

In Cambridge (UK), the University with its knowledge especially in the areas of software and environmental sciences, but also with its ability to combine nanotechnology with the bio-sciences, has been able to develop new business through innovative start-ups. This case constitutes, therefore, an example of collaboration between university, applied research and industry that has been successful. UAE could pursue a similar pattern. Produce and combine heterogeneous technologies are proving to be a successful move in the global market. Still, this production model does not preclude that the companies of the Emirates, especially small and medium-sized enterprises, can continue to produce the products in which they have vocational skills. In this latter case, what is important is their ability to continuously innovate their products and to maintain the high quality of goods, which must be placed mainly on foreign markets, given the limited size of the domestic market51.

Among the business sectors, tourism is already an important sector of the UAE’s economy. In 2011, 8.2 million overseas visitors sought out the UAE as a holiday destination. Only the contribution of Hotel and Restaurant sector to total GDP in 2011 has been equal to 2 percent. Since several years, in Dubai the authorities have considered international tourism as a core element in their programme of economic diversification. Tourism is closely tied to advances in transport and easy access by air, the UAE is able today to provide an appropriate and modern communications infrastructure, with the civil aviation industry that has progressed at speed. However, the UAE must try to maintain a high growth of the UAE as touristic destination, by increasing the length of stay, filling expensive hotels and leisure venues, but it should also strive to establish a tourism industry that is economically and environmentally sustainable. Unfortunately the UAE is generating the highest carbon footprints per capita in the world. So the growth out of proportion of tourism will lead to environment deterioration, which, in turn, spoils the natural beauty of the destination, thus becoming an unattractive choice for the potential tourist52. A development model of tourism that goes towards the green economy is, therefore, consistent with the economic needs and the environment.

Another important aspect of a diversified knowledge economy is that knowledge not only is produced, but also exported. The export of knowledge and culture, which results in royalties, sale of brands, professional and technical services to businesses, has become an important economic phenomenon. For instance, during the last years in the US, services exports have increased considerably. Knowledge is not anymore necessarily conveyed in most products, but in intangible exports. Companies that are successful in global markets are those that sell knowledge in the form of product design, process organization, dislocation of the functions appropriate to the times and places of the customers. In future, more and more this knowledge will be sold directly and less and less in the form of goods.

Therefore, the UAE’s economy should orientate it towards innovative industrial sectors and professional and technical services and foster the intangible exports. Among the new business activities to be promoted in the UAE, in order to diversify the economy in the direction of a

---

51 The experience of the Italian medium size enterprises that have become multinationals and that have followed a peculiar model of innovation and internationalization can be illuminating. (Schilirò, 2011).
52 The relation between tourism development and environment in the UAE has been analyzed by Vij and Vij (2012), where they examine the attempts made by the UAE Government and major tourism stakeholders to deal with the current situation, but also they try to single out the optimal methodologies for carbon mitigation in the UAE.
knowledge economy, we can mention: business services, higher education, R&D laboratories and firms to develop new technologies.

In conclusion, the UAE’s economy, to become a diversified and competitive economy, must have new businesses in the Schumpeterian sense, that is, radical innovators capable of integrating heterogeneous technologies and use the best scientific and technological research, but also should produce and export immaterial assets.

Conclusions

This contribution has emphasized the key factors that characterize a diversified knowledge economy, but also it has indicated the policies that the United Arab Emirates should pursue in order to diversify and develop its economy and improve its performance at a global level.

The economy of the United Arab Emirates will continue to rely on the hydrocarbons sector to drive growth, but the non-oil sector is becoming increasingly important, thanks also to the major industrial projects that will come on stream in the next years and to its 2021 Vision, which aims to place innovation, research, science and technology at the centre of a knowledge-based, highly productive and competitive economy. UAE remains the top destination for foreign capital in the GCC region. Since 2009, global banks have actually increased lending to the United Arab Emirates, notwithstanding already high exposures. Moreover, the UAE in general, and Abu Dhabi in particular, have extensive sovereign wealth funds (SWFs), established to secure and maintain the future welfare of Emiratis, playing also a leading role in the development and governance of the industry.

Despite all of that UAE’s Government should improve the regulatory systems, as it has been argued in the previous sections. More should be done, especially regarding the overall investment regime that remains restrictive. The objective of macroeconomic stability, through effective monetary, fiscal and exchange rate control policies, is also essential to implement structural reforms and to facilitate the action of investors. Although, in the current economic scenario, it is possible that there could be problems of increasing financing costs due to the increased global risk aversion influenced by the geopolitical tensions in the neighboring countries and the financial problems in the euro-area.

The functioning of labor market must be improved, so to make possible to create more productive employment. Also total factor productivity must be increased to foster growth. In addition, the gender gap must be passed within a period of time not too long and the young generations should find more opportunities for entrepreneurship and business activities.

Since the key drivers of a developed knowledge economy are technology, innovation and high quality education, then research and development must be at the center of government policies of the UAE, as well as higher education. But also the environmental policy is another important aspect for implementing a new growth model.

Finally, the new areas of business should be identified in the innovative industrial activities and innovative services, professional and technical, whose products and services, with high knowledge-intensive, must be allocated not only to domestic market, but predominantly to foreign markets.
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Abstract:

The main objective of this article is to suggest and create the composite leading indicators for a short term prediction of the business cycles in Poland and Slovakia. In the theoretical part we define the composite leading indicator and its importance for the monitoring of the economic cycles. We describe in detail the methodologies of the OECD and the Eurostat, which deal with the prediction of the business cycles in Poland and Slovakia through selected economic indicators and the reference series, which represent the economic cycle of these countries. Based on the performed analysis we define the groups of leading, coincident and lagging indicators. Subsequently, we choose out of the leading indicators group those that are the most appropriate for the creation of the composite leading indicator (CLI). Then we create the CLIs and we study their prediction abilities through the values of the cross-correlations. Besides the creation of our own CLIs, we also compare these CLIs with the CLIs of the Eurostat and OECD and bring the conclusions on suitability or unacceptability of the individual CLIs for a given V4 country. The paper was elaborated within the project VEGA 1/0973/11.
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1. Introduction

Business cycle was at the forefront of the economic research interest in the 20s and 40s of the 20th century. The main reason was the unstable economy and subsequently the Great Depression in the 30s. It seemed like in the 50s and 60s the economic cycle was “dead”, however the 70s and the oil crisis revived it and at the same time new economic theories attempted to explain the causes of the economic cycle (Kydland, Prescott 1990).

The new wave of interest in the economic cycle, and mainly in possibilities of its prediction, came with the World Financial Crisis in 2007, which hit mostly the developed countries. Many economists started to study not only the causes of this crisis, but also the possibilities of its prediction through the different econometric models. There are indicators in the economic practice, which are able, on a certain level, to provide a short term prediction of the development of economic cycles and accordingly warn against the possible negative development of the economy. The composite leading indicator is one of these indicators. The objective of this article is to suggest the measurable composite leading indicators, which are convenient to predict business cycles in Slovakia and Poland and then compare these indicators with the indicators of the Eurostat and OECD that have been used up to now.

2. Theoretical background of the composite indicator

The composite indicator is created by the aggregation of individual indicators into one complex index, which is measurable. Its main characteristic is the ability to describe a selected economic area in more detail than individual indicators by themselves (OECD 2004).

The composite indicator of cyclical development of economy, which consists of partial indicators of the economic cycle, belongs to one of the most used composite indicators. The selection of cyclical indicators creating the composite indicator is not random, but it depends on their economic significance, their explanatory value, their predictive ability etc. (OECD 2004). Creating of the composite indicator of cyclical economic development is a relatively difficult process and it requires a precisely specified sequence of individual steps (Nardo, Saisana 2005). It is necessary to identify the leading cyclical indicators, whose main task is to predict the turning points in the economic activity
3. Approaches to the creation of the composite leading indicator in the world

The institutions such as the OECD, Eurostat and Conference Board study the monitoring and the short-term prediction of the economic cycles through the CLI. These organizations have their own methods of the CLI calculation, which show some common, as well as some different signs (Tkáčová 2012a). The objective of this article is not only to create our own CLI for Slovakia and Poland, but also to compare it with the leading indicators that have been used up to now. Due to this reason we will describe the CLI of the Eurostat, as well as the CLI of the OECD, which are currently used for the prediction of the economic cycles in Poland and Slovakia. Poland and Slovakia are two central European countries with the similar transition process evolution since 1990 and with important mutual external trade. In addition to some similarities between the countries, we can observe several particularities, too. For instance, Slovakia is rather small open economy and the euro area member since 2009. On the other hand, Poland is comparatively large less open economy and crucial player in the central European region. Other differences are implied by specific inflation and interest rate evolution as analysed e.g. by Mirdala (2012) or by differences stemming from various flows of foreign direct investments (see Šoltés V. and Šoltés M. 2003). These differences have to be taken into account in the creation of their composite leading indicators.

3.1. Composite leading indicator of the OECD

The methodology of the OECD arises from the growth cycle and the time series can be split into random, trend, seasonal and cyclical components. The OECD used the modified method phase-average trend (PAT) of the American National Bureau of Economic Research (NBER), for the trend prediction until 2008. This method is relatively mathematically and statistically difficult (Boschan, Ebanks 2011). To simplify its description, the calculation of trend is based on summing the moving averages of the time series (Nilsson, Gyomai, 2007). The OECD decided to replace the PAT method by the Hodrick-Prescott (HP) filter, starting from December 2008. The main reason for this change was that the HP filter was able to eliminate the trend component in one operation and at the same time smooth the time series (Schlicht 2005). Before the HP filter was used, it was necessary to add the months for cyclical dominance method to the PAT method, which smoothed the series by using the moving averages (OECD 2008). The main advantage of the HP filter was its modesty on input data (Bezděk et al. 2003). Beneš and N’Diaye (2004) considered the HP filter to be the simplest variant of the modern filtration techniques. The HP filter can be relatively easily applied to any time series (Hodric, Prescott 1997). Besides this, it is necessary to input only an entry parameter λ, which optimizes the smoothing of the trend (Fabiani, Mestre 2000). The HP filter’s disadvantage is the fact that its results are devious at the beginning and at the end of time series. It is called a problem of „end-
points (Trimbur 2005). The time series are supplemented with the predictions to mitigate this problem (Zimková, Barochovský 2007).

The OECD uses monthly data for the composite leading indicator calculation, and starting from March 2012 as the reference range are used monthly data of GDP. As this transformation of GDP into monthly data has not been finalized yet in Poland and Slovakia, the OECD uses in its databases the CLI with the original reference series (index of industrial production (2005=100), resp. its cyclical component) (OECD 2012).

The OECD is the only institution, which uses parameters of external economy, such as foreign trade, mainly the development of export and the exchange rates. In its approach, it combines both soft and hard data. The individual indicators have the equal weights. The reason for this is the fact that the application of different weights could lead to the minimization of the impact of those indicators, which do not show the required concurrence with other indicators. A reduced reliability of the composite indicators could be the consequence, as some of the indicators have a greater explanatory ability in one cycle and other indicators in other cycles (Gyomai, Guedette 2012). Based on the Nilsson’s studies (2000), the indicators used by the OECD have a greater explanatory ability than the indicators used by the European Union.

It is typical for the OECD that every country has a different composition of the leading indicator, depending on the specifics of a given economy. The composition of the composite indicator for Slovakia and Poland is shown in Table 1.

Table 1. Composition of the CLI for Poland and Slovakia according to the OECD

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>Composition of the CLI</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>Real effective exchange rate (2005=100)</td>
</tr>
<tr>
<td></td>
<td>Interest rate: 3-months WIBOR (%)</td>
</tr>
<tr>
<td></td>
<td>Manufacturing production (future development in %)</td>
</tr>
<tr>
<td></td>
<td>Number of vacant jobs</td>
</tr>
<tr>
<td></td>
<td>Coal production (tons)</td>
</tr>
<tr>
<td>SLOVAKIA</td>
<td>Retail trade confidence indicator (development in %)</td>
</tr>
<tr>
<td></td>
<td>Total sales in retail trade (2005=100)</td>
</tr>
<tr>
<td></td>
<td>Consumer opinions, Economic situation, future tendency (development in %)</td>
</tr>
<tr>
<td></td>
<td>SAX index (2005=100)</td>
</tr>
<tr>
<td></td>
<td>Total import (USD)</td>
</tr>
</tbody>
</table>

Source: OECD, 2013

As it is shown in Table 1, the CLI has a different composition in Slovakia and Poland but the same number of components which is five. That means that for the best possible prediction of the economic cycle development it is according to the OECD better to create the CLI with different composition. The same composition for Poland and Slovakia would not necessarily mean the sufficiently precise development prediction of the economic cycles of these countries. The components create the CLI based on their correlations with the referential time series (industrial production index) and their weights in the CLI are equal.

The OECD uses, for the best possible selection of the CLI components, the systems of scoring and ranking, which are based on the level of concurrence of individual indicators with the reference series. To support statistically this level of the CLI lead, we have used the cross-correlations, which can precisely define the highest value of the correlation coefficient in regards to the period of the lead. As the data used by the OECD are set on a monthly basis, we have calculated the cross-correlations

53 The problem of end-points means that the beginning and the end of a time series are not sufficiently smoothed, which causes that the final trend might be pulled down at the end of the time series, if the economy shows the signs of a slowdown and vice versa (see Kranendonk, Bonenkamp, Verbruggen 2005).
between the monthly cyclical components of the industrial production index for Slovakia and Poland and the monthly value of the CLI, reported by the OECD. We have studied the moves of the monthly OECD’s data by 10 months back and the time \( t \) represents January 2000.

Table 2 shows the results of the cross-correlations with the CLI lead of 1 up to 10 months before the reference series. The most important is value of correlation coefficient in the time of lead. Based on our calculation, the CLI of Poland is able to outperform the development of the reference series by 7 months, with the value of the correlation coefficient at 0.489. This value is low, as the components included in the CLI should have the second highest absolute value of the correlation coefficient higher than 0.55 (Kľúčik 2009). In this case, the entire composite leading indicator does not fulfill this condition. The value of the correlation coefficient of Slovakia is also low (0.532). The CLI of Slovakia is not able to overrun the development of the reference series and it evolves in parallel with the reference series.

Table 2. The cross-correlation results between the reference series of the OECD and the OECD’s CLI (M1 2000 – M12 2011)

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>t-10</th>
<th>t-9</th>
<th>t-8</th>
<th>t-7</th>
<th>t-6</th>
<th>t-5</th>
<th>t-4</th>
<th>t-3</th>
<th>t-2</th>
<th>t-1</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>0.462</td>
<td>0.477</td>
<td>0.486</td>
<td>0.489</td>
<td>0.485</td>
<td>0.474</td>
<td>0.454</td>
<td>0.425</td>
<td>0.390</td>
<td>0.346</td>
<td>0.293</td>
</tr>
<tr>
<td>SLOVAKIA</td>
<td>-0.127</td>
<td>-0.087</td>
<td>-0.036</td>
<td>0.024</td>
<td>0.095</td>
<td>0.174</td>
<td>0.255</td>
<td>0.334</td>
<td>0.410</td>
<td>0.477</td>
<td>0.532</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

To confirm the development of the OECD’s CLI and the reference series in Poland and Slovakia also visually, we show Figure 1 and 2. It is clear that the OECD’s CLI for Slovakia and Poland do not predict the development of the reference series very precisely because the values of the cross-correlations shown in the lead-time, indicated a big amount of false signals.

Figure 1. Evolution of the OECD’s CLI and the industrial production index (cyclical component) for Poland

Figure 2 - Evolution of the OECD’s CLI and the industrial production index (cyclical component) for Slovakia
Figure 1 and the results of the Table 1 provide us with enough information to draw a conclusion on the suitability of the OECD’s CLI for the prediction of the economic cycles in Slovakia and Poland. However, the results of our studies could be distorted by the fact that we used the industrial production index (2005=100) as a reference series in the correlation. It is understandable that until 2005, the index of industrial production had to be used as a referential series with a different year that equaled to 100, e.g. 2000=100. That means that the current CLI (the reference series is the index of industrial production 2005=100) is not able to determine ex-post, if it sufficiently predicted, resp. did not predict, the future development of the reference series before 2005. Inaccuracies in the prediction in the past then distort the results of the cross-correlations. Due to this reason, we calculated the cross-correlations also from the period after 2005 and we got the results shown in Table 3. In this case the time \( t \) is January 2005.

Based on the data from Table 3, the length of the lead, compared to the previous time period, has not changed, so the CLI overruns the development of the reference series in case of Poland by 7 months and in case of Slovakia by 0 months. What has changed is the value of the correlation coefficients, which has grown in chosen countries. The growth went from 0.489 to 0.694 in Poland and from 0.532 to 0.718 in Slovakia. But in the case of Slovakia we cannot call it a lead as the highest value of the correlation coefficient was achieved in the time \( t \).

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>t-10</th>
<th>t-9</th>
<th>t-8</th>
<th>t-7</th>
<th>t-6</th>
<th>t-5</th>
<th>t-4</th>
<th>t-3</th>
<th>t-2</th>
<th>t-1</th>
<th>t</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>0.660</td>
<td>0.680</td>
<td>0.692</td>
<td>0.694</td>
<td>0.689</td>
<td>0.678</td>
<td>0.654</td>
<td>0.622</td>
<td>0.577</td>
<td>0.525</td>
<td>0.464</td>
</tr>
<tr>
<td>SLOVAKIA</td>
<td>-0.172</td>
<td>-0.105</td>
<td>-0.028</td>
<td>0.060</td>
<td>0.157</td>
<td>0.262</td>
<td>0.370</td>
<td>0.477</td>
<td>0.574</td>
<td>0.657</td>
<td>0.718</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

We performed not only the analyses based on the monthly data, but we also recalculated the values of the OECD on the quarterly data, by using a simple average and we calculated the cross-correlations for the periods with moves up to 5 quarters forward and backward. We got to the following results, shown in Table 4.

Table 4. Cross-correlation results between the reference series of the OECD and the OECD’s CLI (Q1 2000 – Q4 2011)

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>t-5</th>
<th>t-4</th>
<th>t-3</th>
<th>t-2</th>
<th>t-1</th>
<th>t</th>
<th>t+1</th>
<th>t+2</th>
<th>t+3</th>
<th>t+4</th>
<th>t+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>0.534</td>
<td>0.618</td>
<td>0.629</td>
<td>0.578</td>
<td>0.448</td>
<td>0.249</td>
<td>-0.005</td>
<td>-0.244</td>
<td>-0.446</td>
<td>-0.587</td>
<td>-0.642</td>
</tr>
<tr>
<td>SLOVAKIA</td>
<td>-0.214</td>
<td>-0.169</td>
<td>-0.022</td>
<td>0.224</td>
<td>0.481</td>
<td>0.641</td>
<td>0.633</td>
<td>0.435</td>
<td>0.177</td>
<td>-0.038</td>
<td>-0.183</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

By using the quarterly data, we can see that the CLI of Poland overruns the evolution of the reference series by 3 quarters and in the case of Slovakia, by using the quarterly data of the OECD’s CLI, it shows the concurrence with the evolution of the reference series.

Generally speaking, we can summarize that the CLI, created by the OECD’s methodology, can be used as a supportive tool for the prediction of the reference series for Polish business cycle. In the case of Slovakia, the composition of the CLI created by OECD has a character of coincident and not leading indicator, and therefore it is not suitable for the economic prediction of the Slovak economic cycle. It is necessary to create a CLI, which can predict economic cycle evolution in Poland and Slovakia with the sufficiently long lead.

3.2. Composite leading indicator of the Eurostat

The Eurostat, same as the OECD, takes as a base the growth cycle and uses the Christiano-Fitzgerald filter of random walk for the trend prediction. This filter was formed on the same principles as the Baxter-King (BK) filters (Everts 2006). The reference time series is represented by the time series of the quarterly GDP at constant prices, resp. its cyclical component. The Eurostat established
the composite leading indicator with the same components for all of the observed countries: industrial confidence indicator, consumer confidence indicator, construction confidence indicator and stock prices index (Czesaný 2006). The creation of the composite indicator is more or less based on the soft data (Ozyildirim 2009). The Eurostat applies the simple system of weights, while the individual components are split into two groups. The second group (construction confidence indicator and stock prices indicator) has a weight at the half weight of the first group (industrial confidence indicator and consumer confidence indicator). The advantage of the EU is the fact that all of the components are available.

To be able to visually and statistically prove the concurrence of the Eurostat’s CLI and the reference series, we had to create the CLI time series first, as they are not available in the public databases. For the creation of the CLI, we have seasonally adjusted the time series by using the seasonal indexes and then we adjusted them through the Christiano-Fitzgerald filter, by which we got the cyclical components of the time series. As the next step we assigned the weights, which are for the given indicators set by the Eurostat. We get the cyclical component of GDP in the same way. The values of the cross-correlation coefficients for Poland and Slovakia, with a lag up to five quarters forward and backward, are shown in Table 5.

### Table 5. Cross-correlation results between the reference series of the Eurostat and the Eurostat’s CLI

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>t-5</th>
<th>t-4</th>
<th>t-3</th>
<th>t-2</th>
<th>t-1</th>
<th>t</th>
<th>t+1</th>
<th>t+2</th>
<th>t+3</th>
<th>t+4</th>
<th>t+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>0.463</td>
<td>0.607</td>
<td>0.721</td>
<td>0.798</td>
<td>0.763</td>
<td>0.665</td>
<td>0.475</td>
<td>0.187</td>
<td>-0.086</td>
<td>-0.318</td>
<td>-0.484</td>
</tr>
<tr>
<td>SLOVAKIA</td>
<td>0.493</td>
<td>0.563</td>
<td>0.616</td>
<td>0.633</td>
<td>0.671</td>
<td>0.517</td>
<td>0.232</td>
<td>-0.080</td>
<td>-0.276</td>
<td>-0.491</td>
<td>-0.597</td>
</tr>
</tbody>
</table>

**Notes:** Poland (Q1 2002 – Q4 2011), Slovakia (Q1 2001 – Q4 2011)

**Source:** authors’ calculation

The results of the cross-correlations in Table 5 show that the CLI created by the Eurostat overruns the evolution of the economic cycle by two quarters in the case of Poland. The lead of one quarter is reported for Slovakia. The CLIs of Slovakia and Poland do not have the same lead, but neither the same value of correlation coefficients. Poland has higher value of the correlation coefficient (0.789). Slovakia reports correlation coefficient of 0.671.

The same as in the case of the OECD, we also created the figures for the Eurostat. Figures 3 and 4 record the evolution of the Eurostat’s CLI and the reference series. In this case the cyclical component of GDP at constant prices (2005=100) was used as a reference series.

**Figure 3** - Evolution of the Eurostat’s CLI and GDP at constant prices of 2005 (cyclical component) for Slovakia

The OECD’s methodology has used the cyclical component of GDP at constant prices of 2005 as the reference series since 2005. Until then it was the cyclical component of GDP at constant prices of 2000. In the case of the Eurostat, we could again expect that the values of the cross-correlations are distorted for the period before 2005, as it was in the case of the CLI created by the OECD. However, the Eurostat’s methodology is different and all four elements of the Eurostat’s CLI are expressed in the form 2005=100. In the time, when the cyclical component of GDP at constant prices of 2000 was used as the reference series, all of the CLI’s components were calculated as 2000=100. That means that the transfer from the reference year 2000 to the reference year 2005 should not cause any problem,
because the changes occurred in all of the used elements. We have calculated also the cross-correlations since 2005, to prove our assumption, which can be seen in Table 6.

![Figure 4. Development of the Eurostat’s CLI and GDP in the current prices of 2005 (cyclical component) for Poland](image)

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>t-5</th>
<th>t-4</th>
<th>t-3</th>
<th>t-2</th>
<th>t-1</th>
<th>t</th>
<th>t+1</th>
<th>t+2</th>
<th>t+3</th>
<th>t+4</th>
<th>t+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>0.406</td>
<td>0.607</td>
<td>0.744</td>
<td>0.834</td>
<td>0.779</td>
<td>0.636</td>
<td>0.409</td>
<td>0.066</td>
<td>-0.259</td>
<td>-0.524</td>
<td>-0.684</td>
</tr>
<tr>
<td>SLOVAKIA</td>
<td>0.435</td>
<td>0.524</td>
<td>0.591</td>
<td>0.610</td>
<td>0.667</td>
<td>0.499</td>
<td>0.199</td>
<td>-0.119</td>
<td>-0.334</td>
<td>-0.576</td>
<td>-0.701</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

It is obvious from Table 6 that our assumption was not correct, mainly for Poland. The cross-correlation results in the case of these countries were higher from 2005 on. The change was from 0.798 to 0.834 in Poland. That means that the Eurostat’s CLI before 2005 insufficiently predicted the evolution of the economic cycle in Poland. In other words, it was required to use a different composition of the CLI in that period, which would have better prediction abilities. There was no significant change of the correlation coefficient in the case of Slovakia, resp. it was only a slight drop from 0.671 to 0.667. There were no changes in the length of leads during the tracked time series Q1 2005 – Q4 2011.

The conclusion of the tracking the leading composite indicator created by the Eurostat is that it can be used as a supportive predictive indicator for Poland and Slovakia. If we want the CLI to have the sufficient predictive ability, it should have the highest possible value of the cross-correlation coefficient. However, in the case of Slovakia it would be better to look for a different composition of the CLI, which would be able to indicate the business cycles evolution more precisely in these countries.

4. Methodology of the composite leading indicator’s creation

When creating our own CLI, we take as a base the growth cycle, which is more suitable for the transition economies, characteristic with a faster pace of growth (Macháčková et al. 2007). When the database of the time series is created, we will proceed through the following sequence of steps (Tkáčová 2012):

Selection of the reference series – it is a fundamental parameter of the cyclical evolution. The theory offers three options of the reference series and that would be GDP at constant prices, the index of industrial production and the complex parameter.

Seasonal adjustment of time series (seasonal indexes) – it is required to obtain the cyclical components from the original data and therefore we need to seasonally smooth the time series. We will use the method of smoothing through the seasonal indexes.

Elimination of trend (Hodrick-Prescott filter) – one of the reason for choosing the HP filter was the fact that it is able to eliminate the trend component in one operation and at the same time smooth the entire time series (Schlicht 2005). This allows us to get the cyclical components of the time series, which are inevitable for the analysis of the economic cycles.
Cross-correlation – enables us to express the relation between the reference series and the time series of the studied cyclical indicators. The cross-correlations are performed with the lag of five periods forward and backward, by applying the Pearson correlation coefficient, which reflects the linear dependence between the variables (Luboš et al. 2007). If this relation is non-linear, which we will find out through the graph, we will make it linear by the transformation of the variables (e.g. logarithm) and then we will calculate a new correlation.

Grouping of the cyclical indicators – depending on the value of the correlation coefficient, we can create these three groups of cyclical indicators, but the cyclical indicators have to meet the following conditions:

- **Coincident indicators** – the highest absolute value of the correlation coefficient is in the time $t$ and the second highest absolute value of the correlation coefficient must be at least 0.55.
- **Lagging indicators** – the highest absolute value of the correlation coefficient is achieved in one of the positions on the right side from $t$ and the second highest absolute value of the correlation coefficient must be at least 0.55.
- **Leading indicators** – the highest absolute value of the correlation coefficient is on the left side from $t$ and the second highest value of the correlation coefficient must be at least 0.55.

**Method of selection and scoring** – when choosing the appropriate leading indicators integrated into the CLI, we will select the data through the method of scoring, where we measure their economic and statistical significance and the statistical quality:

- **Economic significance (10 points)** – the economic interpretation in relation to the economic cycle (10 points);
- **Statistical significance (30 points)** – correlation coefficient (15 points), the number of leading periods (15 points);
- **Statistical quality (10 points)** – time availability (5 points), actualization (5 points).

**Data normalization** (standardization) – the main reason for the normalization is that we need to implement into the CLI the data in different measuring units. We will use the method of standardization, as it is done by the OECD (2008).

**Weights determination** – for the creation of the CLI we will compare the suitability of equal and different weights. The equal weights will be calculated through the simple formula:

$$ v = \frac{1}{n} \tag{1} $$

where $v$ is a weight for each leading indicator implemented in the CLI, $n$ is the number of leading cyclical indicators entering the CLI. For the determination of different weights, we will use the values of the correlation coefficients, where the indicator with the higher value of the correlation coefficient will have greater weight in the CLI. The calculation of different weights can be recorded in the form of the following relation:

$$ v_i = \frac{r_i}{\sum_{i=1}^{n} r_i} \tag{2} $$

where $v_i$ is a weight for leading indicator $i$, $r_i$ is the value of the correlation coefficient of leading indicator $i$ in the time of lead.

Creation of the CLI - when creating the relationship for the calculation of the CLI, we will use the sum of the indicators, multiplied by the weights, which are assigned to them.

5. Creation of the composite leading indicator for Poland and Slovakia and their comparison.

5.1. Selection of the reference series and the cyclical indicators

When creating the CLI for Slovakia and Poland, it is important to choose an appropriate reference series, which would represent economic cycle. As our goal is to ensure the comparability of the created CLI in terms of its composition, we have to select such reference series, which will be applicable for Poland and Slovakia. In this case, we have to choose between GDP and the index of industrial production. The complex indicator would probably have a different composition in Poland.
and Slovakia and therefore it would not be a suitable indicator. GDP is preferred for monitoring of business cycles but has one disadvantage that we have only quarterly data series. It means that we can do only quarterly predictions. We can use index of industrial production as the reference series but this has to have parallel evolution with GDP. We can analyze Table 7 to verify this hypothesis.

Table 7. Cross-correlation results between GDP and industrial production index (cyclical components), (Q1 2000 – Q4 2011)

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>t-5</th>
<th>t-4</th>
<th>t-3</th>
<th>t-2</th>
<th>t-1</th>
<th>t+1</th>
<th>t+2</th>
<th>t+3</th>
<th>t+4</th>
<th>t+5</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>0.25</td>
<td>0.39</td>
<td>0.53</td>
<td>0.69</td>
<td>0.75</td>
<td>0.69</td>
<td>0.48</td>
<td>0.21</td>
<td>-0.05</td>
<td>-0.29</td>
</tr>
<tr>
<td>SLOVAKIA</td>
<td>0.00</td>
<td>0.16</td>
<td>0.40</td>
<td>0.57</td>
<td>0.67</td>
<td>0.58</td>
<td>0.40</td>
<td>0.14</td>
<td>-0.09</td>
<td>-0.30</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

Table 7 displays that index of industrial production has a character of leading cyclical indicator in Slovakia and Poland. It means that this indicator predicts GDP evolution and it is not coincident indicator what was the condition for its using as the reference series for business cycles monitoring in Poland and Slovakia. The cyclical component of GDP is more convenient to monitor the business cycles in Poland and Slovakia.

In the process of the CLI creating, we have studied the relation between the selected economic indicators and the reference series. The selected indicators were from the following economic areas: industry, construction, trade, services, labor market, state budget, balance of payments, foreign trade, monetary aggregates, consumers’ expectations, stock indexes, confidence indicators, etc. We have tracked 128 indicators from Poland and 112 indicators from Slovakia. The uneven number of indicators in the countries was caused by the availability of the time series and mainly by the length of the time series, which was in case of some indicators too short and consequently it restrained us from applying the given indicator. We used quantitative as well as qualitative data. The time series were in the form of the quarterly data, which was given by the selection of GDP reported quarterly.

After the time series adjustment through the selected methods, we used the cross-correlations for five periods forward and backward. The groups of coincident, lagging and leading indicators were specified on the basis of the established conditions. The numbers of these indicators are shown in Table 8.

Table 8. Number of the indicators by their relation to the reference series in Poland and Slovakia

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Poland</th>
<th>Slovakia</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lagging</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Coincident</td>
<td>16</td>
<td>17</td>
</tr>
<tr>
<td>Leading</td>
<td>16</td>
<td>11</td>
</tr>
<tr>
<td>With the insufficient relation to the reference series</td>
<td>88</td>
<td>74</td>
</tr>
<tr>
<td>Total</td>
<td>128</td>
<td>124</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

Table 8 demonstrates that only a small amount of the economic indicators fulfilled the conditions to be grouped into the leading indicators. In the case of Poland and Slovakia it was 16 and 11 indicators respectively.

Consequently, it was necessary to select the groups of the leading indicators, which would meet the requirements for the short term prediction of the CLI the best. Therefore we used the method of selection and scoring, which allowed us to create Table 9.

Table 9. Leading indicators after using the method of selection and scoring

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>Leading indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>POLAND</td>
<td>Manufacturing production, 2005=100;</td>
</tr>
<tr>
<td></td>
<td>Monetary aggregate M1, 2005=100;</td>
</tr>
<tr>
<td></td>
<td>Warszawski Indeks Giełdowy, stock index, 2005=100;</td>
</tr>
</tbody>
</table>
Employment in construction, predictions, % balance;  
Industrial turnover (intermediate product and capital goods), domestic market, 2005=100;  
Construction confidence indicator;  
Retail trade confidence indicator.

Gross fixed capital formation, mils. Eur;  
Goods and services export, mils. Eur;  
Industrial production 2005=100;  
Industrial turnover (intermediate product and capital goods), domestic market, 2005=100;  
Consumer confidence indicator;  
Market capitalization, mils. eur.

Source: authors’ calculation

After the selection and applying the method of scoring, we were able to eliminate those indicators from the group of the leading indicators, which were least satisfactory or which reported duplication. For the further studies, we had 7 out of 18 leading indicators in Poland and 6 out of 11 original leading indicators in Slovakia.

5.2. Creation of the composite leading indicator for Poland and Slovakia

After the selection of appropriate leading indicators for the CLI, we also studied if the given composition really shows the best prediction abilities. Therefore we created various variants of the CLI’s composition for both countries. Each CLI variant was composed out of the previous leading indicators, minus the indicator with the lowest value of the correlation coefficient from the group. The variants of the CLI for Poland and Slovakia are in Table 10.

Table 10. Variants of CLIs for Poland and Slovakia

<table>
<thead>
<tr>
<th>CLI 1/CLI A</th>
<th>POLAND</th>
<th>SLOVAKIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Manufacturing production, 2005=100;</td>
<td></td>
<td>Gross fixed capital formation, mils. Euro;</td>
</tr>
<tr>
<td>Monetary aggregate M1, 2005=100;</td>
<td></td>
<td>Goods and services export, mils. Euro;</td>
</tr>
<tr>
<td>Warszawski Indeks Giełdowy, stock index, 2005=100;</td>
<td></td>
<td>Industrial production 2005=100;</td>
</tr>
<tr>
<td>Employment in construction, predictions, % balance;</td>
<td></td>
<td>Industrial turnover (intermediate product and capital goods), domestic market, 2005=100;</td>
</tr>
<tr>
<td>Industrial turnover (intermediate product and capital goods), domestic market, 2005=100;</td>
<td></td>
<td>Consumer confidence indicator;</td>
</tr>
<tr>
<td>Construction confidence indicator;</td>
<td></td>
<td>Market capitalization, mils. eur.</td>
</tr>
<tr>
<td>Retail trade confidence indicator.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CLI 2/CLI B</th>
<th>POLAND</th>
<th>SLOVAKIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLI 1/A - Employment in construction, predictions, % balance</td>
<td>CLI 1/A - Market capitalization, mils. euro</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CLI 3/CLI C</th>
<th>POLAND</th>
<th>SLOVAKIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLI 2/B - Retail trade confidence indicator</td>
<td>CLI 2/B - Consumer confidence indicator</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CLI 4/CLI D</th>
<th>POLAND</th>
<th>SLOVAKIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLI 3/C - Monetary aggregate M1, 2005=100</td>
<td>CLI 3/C - Industrial production 2005=100</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>CLI 5/CLI E</th>
<th>POLAND</th>
<th>SLOVAKIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CLI 4/D - Construction confidence indicator</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: equal weights are marked with numbers and different weights are marked with letters  
Source: authors’ calculation

We have created five variants for Poland and four variants of the CLI for Slovakia. The newly created CLI was studied in regards to the reference series by applying the cross-correlation. We tested
the individual variants using equal, as well as different weights. The best results of the cross-correlations were achieved by the CLI presented in Table 11.

Table 11. Length of the lead and the cross-correlation value for the CLI of Poland and Slovakia

<table>
<thead>
<tr>
<th>COUNTRY</th>
<th>CLI's lead (number of quarters)</th>
<th>Cross-correlation value between the reference series and the CLI in the lead-time</th>
<th>Equal weights</th>
<th>Different weights</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>The longest possible time series: Poland (Q1 2001 – Q4 2011), Slovakia (Q1 2003 – Q4 2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POLAND (CLI3/CLIC)</td>
<td>1</td>
<td>0.867</td>
<td>0.866</td>
<td></td>
</tr>
<tr>
<td>SLOVAKIA (CLI1/CLIA)</td>
<td>1</td>
<td>0.821</td>
<td>0.820</td>
<td></td>
</tr>
<tr>
<td>Poland, Slovakia (Q1 2005 – Q4 2011)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>POLAND (CLI3/CLIC)</td>
<td>2</td>
<td>0.885</td>
<td>0.884</td>
<td></td>
</tr>
<tr>
<td>SLOVAKIA (CLI1/CLIA)</td>
<td>1</td>
<td>0.818</td>
<td>0.818</td>
<td></td>
</tr>
</tbody>
</table>

Source: authors' calculation

We present the cross-correlation results of the created CLIs with the GDP cyclical component for each country in Table 11. We took into consideration also the length of the time series, out of which the cross-correlations were calculated. As we have already mentioned, the length of the time series influences mainly the cross-correlation value in the lead-time. Therefore we have calculated the correlations at the longest possible time series\(^{54}\) and at the time series from 2005.

Based on the reported results, we can claim the following facts about the CLIs that we created for Poland and Slovakia:

- In case of the longest possible time series, the CLIs for Slovakia and Poland have the lead of one quarter before the GDP cyclical component and therefore they have the short term prediction ability of the business cycles in these countries;
- In case of the time series from 2005, the CLI for Poland reported the lead of two quarters, while Slovakia maintained the lead of one quarter.

Generally speaking, more precise CLI from the point of view of prediction of the business cycle evolution is the CLI that we created for Poland. There are no important differences in using the equal or different weights. These differences do not have a significant impact on the accuracy of the lead, expressed through the value of the correlation coefficient.

Further we show the individual relations used for the calculation of the CLI of Poland and Slovakia. These CLIs are calculated at the equal weights, as those appeared to be a little more appropriate at the cross-correlation from 2005.

\[
\text{CLI Poland} = 0.2 \times \text{manufacturing production} + 0.2 \times \text{monetary aggregate M1} + 0.2 \times \text{Warszawski Indeks Giełdowy} + 0.2 \times \text{industrial turnover} + 0.2 \times \text{construction confidence indicator} \\
(3)
\]

\[
\text{CLI Slovakia} = 1/6 \times \text{gross fixed capital formation} + 1/6 \times \text{goods and services export} + 1/6 \times \text{industrial production} + 1/6 \times \text{industrial turnover} + 1/6 \times \text{consumer confidence indicator} + 1/6 \times \text{market capitalization} \\
(4)
\]

Based on the above mentioned relations, we can see the composition of the individual CLIs. We present Table 12 for the further comparison of the selected indicators.

---

\(^{54}\) The CLI was created by the leading indicators, which were available with different length of the time series. However, if we wanted to create the CLI, we had to take as a base length of the shortest time series of the indicator, which formed the CLI; therefore we talk about “the longest possible time series”. E.g. if we had five indicators with length of the time series Q1 1999-Q4 2011 and only one with length of Q1 2003-Q4 2011, we were able to create the CLI only with the length of Q1 2003-Q4 2011.
Table 12. Composition of the CLI for Poland and Slovakia

<table>
<thead>
<tr>
<th>CLI composition</th>
<th>POLAND (Variant CLI3/CLIC)</th>
<th>SLOVAKIA (Variant CLI1/CLIA)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>▪ Manufacturing production, 2005=100;</td>
<td>▪ Gross fixed capital formation, euro;</td>
</tr>
<tr>
<td></td>
<td>▪ Monetary aggregate M1, 2005=100;</td>
<td>▪ Goods and services export, mils euro;</td>
</tr>
<tr>
<td></td>
<td>▪ Warszawski Indeks Giełdowy, 2005=100;</td>
<td>▪ Total industrial production, 2005=100;</td>
</tr>
<tr>
<td></td>
<td>▪ Industrial turnover (intermediate product and capital goods), domestic market, 2005=100;</td>
<td>▪ Industrial turnover (intermediate product and capital goods), domestic market, 2005=100;</td>
</tr>
<tr>
<td></td>
<td>▪ Construction confidence indicator.</td>
<td>▪ Consumer confidence indicator;</td>
</tr>
<tr>
<td></td>
<td></td>
<td>▪ Market capitalization, mils eur.</td>
</tr>
</tbody>
</table>

Source: authors’ calculation

Table 12 displays different composition as well as different number of components of the CLIs in Poland and Slovakia. We can see that CLIs for these countries have components from industry or stock market but these components are not the same. It expresses differences in business cycles of Poland and Slovakia which we can see in the composition of CLIs. For example, the Slovak CLI comprises export of goods and services, yet this indicator is not included in the Polish CLI. This finding is consistent with macroeconomic reality as Slovak economy is more open than Polish one.

Figures 5 and 6 represent evolution of the CLIs created by us and GDP cyclical component at the equal and different weights for each country.

**Figure 5.** Evolution of our CLI (equal and different weights) and of GDP at constant prices of 2005 (cyclical component) in Poland

**Figure 6.** Evolution of our CLI (equal and different weights) and of GDP at constant prices of 2005 (cyclical component) in Slovakia
Figures 5 and 6 demonstrate that our CLIs have the ability to lead before GDP of the given country. We can observe that the CLI evolution in Slovakia and Poland is substantially smoother and also better copies GDP evolution than it was in the case of the OECD’s CLI or the Eurostat’s CLI. That also relates to the fact that the CLIs created by us show lower number of the false signals about the future situation in the business cycles of researched countries.

After we had created the CLI for Slovakia and Poland, calculated the cross-correlations and graphically presented the CLIs’ and reference series’ evolution, we can summarize that our CLIs have the ability of the short term prediction of the Polish and Slovak business cycles and therefore it is appropriate to use them for such prediction.

5. Comparison of our CLIs and the Eurostat’s and OECD’s CLIs

Besides the cross-correlations calculation of our CLIs, we calculated the cross-correlations for the OECD’s and the Eurostat’s CLIs, too. The summary of the results is reported in Table 13.

Table 13. Cross-correlation comparisons of the OECD’s CLI, the Eurostat’s CLI and our CLI

<table>
<thead>
<tr>
<th>CLI</th>
<th>POLAND</th>
<th>SLOVAKIA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Eurostat (1996-2011)</td>
<td>Lead in quarters 2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,798</td>
<td>0,671</td>
</tr>
<tr>
<td>Eurostat (2005-2011)</td>
<td>Lead in quarters 2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,834</td>
<td>0,671</td>
</tr>
<tr>
<td>OECD monthly data (1995-2011)</td>
<td>Lead in months 7</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,489</td>
<td>0,532</td>
</tr>
<tr>
<td>OECD monthly data (2005-2011)</td>
<td>Lead in months 7</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,694</td>
<td>0,718</td>
</tr>
<tr>
<td>OECD quarterly data (2000-2011)</td>
<td>Lead in quarters 3</td>
<td>0</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,629</td>
<td>0,641</td>
</tr>
<tr>
<td>Our calculation – equal weights*</td>
<td>Lead in quarters 1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,867</td>
<td>0,821</td>
</tr>
<tr>
<td>Our calculation – equal weights (2005-2011)</td>
<td>Lead in quarters 2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,885</td>
<td>0,818</td>
</tr>
<tr>
<td>Our calculation – different weights*</td>
<td>Lead in quarters 1</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,866</td>
<td>0,820</td>
</tr>
<tr>
<td>Our calculation – different weights (2005-2011)</td>
<td>Lead in quarters 2</td>
<td>1</td>
</tr>
<tr>
<td></td>
<td>Correlation coefficient 0,884</td>
<td>0,818</td>
</tr>
</tbody>
</table>

Notes: * PL (2001-2011), SK (2003-2011)

Source: authors’ calculation

Based on the results shown in Table 11, we drew the following conclusions:

- the Eurostat’s CLI, as the indicator reporting the lead before the business cycle evolution of the given country is the least suitable for Slovak cycles. The Eurostat’s CLI is much more suitable for the monitoring of Polish cycles;
- the composition of the OECD’s CLI is not appropriate for the prediction of the business cycle in Slovakia. It suits better for Poland;
- when comparing the Eurostat’s CLI, the OECD’s CLI and the CLI created by us, the CLIs created by us are the most appropriate for the short term prediction of the business cycle in Slovakia and Poland (if we evaluate the suitability based on the maximal value of the cross-correlation in the lead time), independently of the length of the time series, from which the correlations were calculated.

Conclusion

Our paper focuses on the formulation of the composite leading indicators for the short term prediction of the business cycles in Poland and Slovakia. We found out that the CLIs are generally an appropriate tool for the prediction of the cyclic behavior of economy; however, their composition must be adjusted to the economic particularities of a given country. By applying the selected approach, we created such CLIs for Poland and Slovakia, which are able, by their compositions, predict the business
cycles more precisely than the CLIs used by the Eurostat or the OECD. That does not mean that we consider the CLIs of these institutions as completely inappropriate. On the contrary, we recommend the simultaneous combination of the CLIs created by us and the CLIs of the Eurostat and the OECD. Consequently, false signals of the individual CLIs can be minimized.

Nevertheless, in the case of Slovakia, we would use the OECD’s CLI rather under the form of a coincident than a leading composite indicator. Creation of our own CLIs has proved that in spite of different CLIs composition, several common features can be found in Poland and Slovakia.

The indicators of stock market or industrial indicators are appropriate for the business cycles prediction in Poland and Slovakia. This means that business cycles in Poland and Slovakia can be predicted through similar economic indicators. In general, if this composition was the same (as it is in the case of the Eurostat’s CLI), we would not reach such good predictive abilities as we can get at the different composition of the CLI that we created. The selection of the components of the CLI has to be done very strictly; as other compositions do not guarantee better predictive abilities (see the OECD’s CLI for Slovakia).
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To resolve the funding issue concerning the conference expenses, European Research Center of Managerial Studies in Business Administration will organize, in 22th November, an online session as an alternative approach for participation. Those who would attend to International online conference will be awarded with a certificate and their accepted papers will be considered for publications in Journal of Applied Economic Sciences and Journal of Applied Research in Finance.

Conference aims is to promoting research and provides an opportunity for intensive interdisciplinary interaction and debate between academics and practitioners with research interests in the field of economics, finance, accounting, business, marketing, management, and information technology. The conference has grown over the years and now attracts researchers of major institutions internationally.

CALL FOR PAPERS:
The conference provides a forum for disseminating new research findings, practices and techniques in management, finances, accounting, business, marketing, international affairs and information technology and exchanging ideas among academicians and practitioners to promote a better understanding of contemporary issues and solutions to the challenges. This conference would encourage the young generation to pursue research interests in the areas of economic sciences. Academicians and researchers are invited to share their unpublished research findings in all areas mentioned below, but are not limited to:

- Accounting Challenges – Strategic Accounting;
- Management Control Systems;
- Creative Accounting and Earnings; Management;
- Forensic Accounting and Fraud;
- Tax Accounting and Fraud;
- Prevention of fraud and unacceptable accounting practices;
- Information security audits;
- Best Practices in Corporate Governance;
- Asset-liability management;
- Bank assurance;
- Corporate finance;
- Credit risk modelling and management;
- Financial engineering;
- Foreign exchange markets;
- Law and finance;
- Mergers and acquisitions;
- Mutual funds management;
- Portfolio management;
- Regulations of financial markets;
- Accounting and Finance;
- Accounting, Auditing and Performance; Evaluation;
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• Banking crises;
• Organizational Reengineering;
• Efficiency and performance of financial institutions and bank branches;
• Financing decisions of banks;
• Investment banking;
• Management of financial institutions;
• Regulation and supervision of the banking industry, both nationally and internationally;
• Technological progress and banking;
• The role of central banks;
• Accountability;
• Accounting standards and regulations;
• Environmental accounting;
• Financial accounting;
• Management accounting;
• Risk management and internal control;
• Social accounting;
• Asset pricing;
• Bankruptcy prediction and determinants;
• Auditing Technology;
• Banking, Accounting and Finance;
• Behavioral Accounting and Finance;
• Corporate Governance;
• Business Intelligence;
• Economics and Accounting;
• Education Economics and Development;
• Electronic Banking;
• Electronic Finance;
• Financial Markets and Derivatives;
• Financial Services Management;
• Culture and Business Management;
• Managerial and Financial Accounting;
• Monetary Economics and Finance;
• Revenue Management;
• Strategic Engineering Asset Management;
• Applied Economic Studies;
• Complexity in Business and Economics;
• Business and Economics Engineering;
• Experimental Design and Process Optimization;
• Product Development.

Papers have to submit electronically at this e-mail address cesmaa_research@yahoo.co.uk in MS Word also in PowerPoint format (see Instructions for Authors). All papers are double peer reviewed by members of the Scientific Committee. Papers accepted will be published in official Conference eProceedings on CD, which will have assigned ISBN. Papers received after the deadline will not be included in the proceedings.

The best papers will be published in Journal of Applied Economic Sciences http://www.cesmaa.eu/journals/jaes/index.php which is indexed in SCOPUS, RePEc, CEEOL, Index Copernicus and EBSCO databases as well as in Journal of Applied Research in Finance (http://www.cesmaa.eu/journals/jarf/index), also indexed.

Important Dates:
• 20 October, 2013 - Abstract submission deadline;
• 25 October, 2013 - Notification of acceptance/rejection;
• 5 November, 2013 - Deadline for payments and Final paper submission deadline;
• 22 November, 2013 – Conference.

• 100 Euro for foreign participants;
• 200 Lei/paper for Romanians participants;
• 50 Lei/paper for CESMAA members.

Payment will be to perform immediately after notification of acceptance of your paper until 2013, November 5. All fees derived by the bank transfer will be supported by the sender.

Bank: Raiffeisen Bank – Victoria Agency
IBAN ACCOUNT for EURO: RO 25RZBR0000060014384461
IBAN ACCOUNT for LEI: RO 04RZBR0000060014384451
Account holder: Spiru Haret University, Central Research Institute
Address: No.1, Tineretului Street, District 4, Bucharest, Romania

Please mention on the payment form that the fee is for the CESMAA Conference and your name (e.g. CESMAAConference_2013_Smith).

It is essential to send a copy of Payment Form (Bank Transfer):
  - copy by fax: 40 251 598265;
  - or a scanned copy by email to: cesmaa_research@yahoo.co.uk

For more details please visit our conference’s website at: http://www.cesmaa.eu/conferences